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Abstract

This thesis is devoted to the study of boundary value problems for second-
order differential inclusions. As the title of the thesis indicates, several types
of problems will be discussed – vector problems on compact or non-compact
intervals, problems in Banach spaces and finally also vector problems invol-
ving impulses.

The key tool that is used in the thesis is an appropriate continuation
principle that contains besides other the transversality condition which ve-
rification is very complicated. Therefore, the second substantial part of the
thesis deals with the bound sets technique which can be used as a tool for
its guaranteeing.

The thesis is submitted as the collection of 12 scholarly works published
in international journals with nonzero impact factors with the commentary.
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Preface

Boundary value problems for second-order differential inclusions occur na-
turally in many applications. The applications concern, for instance, popu-
lation genetics, combustion models, power law fluids, unsteady flows of gas
through semi-infinite porous media, etc.

An investigation of linear oscillators with weak interactions leads to vector
second-order systems. If the friction (damping) is not viscous but dry, then
the mathematical model can be described by the system

ẍ+ A sgn ẋ+Bx = P (t), x ∈ Rn,

where A, B are regular (n×n)-matrices and P is a locally Lebesgue integrable
vector forcing term. Because of discontinuity at y = 0 in sgn y, the Filip-
pov solutions should be considered that can be identified as Carathéodory
solutions of the relevant inclusion

ẍ+Bx ∈ P (t)− A Sgn ẋ, x ∈ Rn,

where

Sgn y :=


− 1, for y < 0,
[−1, 1], for y = 0,
1, for y > 0.

Another stimulation for studying of the boundary value problems for the
second-order differential inclusions comes from control problems

ẍ = f(t, x, ẋ, u), t ∈ J, u ∈ U,
x ∈ S,

}
(1)

where S is a suitable constraint (e.g. boundary conditions) and u ∈ U are
control parameters such that u(t) ∈ Rn, for all t ∈ J.Defining the multivalued
mapping F (t, x, y) := {f(t, x, y, u)}u∈U , solutions of the original problem (1)
coincide with those of

ẍ ∈ F (t, x, ẋ),
x ∈ S.

}
Systems like two models described above are the motivations for the problems
that will be studied in the thesis.

The thesis will be submitted as the collection of 12 previously published
scholarly works with the commentary that will be organized as follows. In the
first part of the commentary, the short historical overview concerning boun-
dary value problems for second-order differential equations and inclusions
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will be mentioned. The second and the third part of the commentary will be
devoted to the continuation principles and the bound sets technique which are
two key tools that have been applied for obtaining the thesis’ results. Finally,
the particular contributions to the theory of the boundary value problems for
second-order differential inclusions will be described in the fourth section.
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dres from Palacký University, and my Italian coauthors Luisa Malaguti and
Valentina Taddei from University of Modena and Reggio Emilia. The special
thanks deserve my husband and children for their patience, inspiration and
encouragement.

5



1 Boundary value problems for second-order

differential inclusions

In the first part of the commentary, the short historical summary concern-
ing boundary value problems for the second-order differential equations and
inclusions will be presented. The attention will be firstly focused on vector
problems both on compact and non-compact intervals. Subsequently, the
brief historical overview dealing with boundary value problems in abstract
spaces will be mentioned, and finally also the history of impulsive vector
problems will be shortly observed.

1.1 Boundary value problems for vector second-order
differential inclusions on compact and non-compact
intervals

The boundary value problems for second-order vector systems on compact
intervals have been systematically studied since the 70’s (see, e.g., [30, 33,
41, 42, 51, 54, 55, 58, 62, 66, 72]). In these papers and monographs, different
methods have been used like an upper and lower solutions technique, degree
arguments or topological approach for obtaining the existence of a solution
of the boundary value problems on compact intervals.

If we shift our attention to the problems on non-compact intervals, we re-
alize that there are much less publications devoted to the asymptotic bound-
ary value problems for the second-order inclusions or equations (see, e.g.,
[3, 7, 32, 36, 37, 38, 39, 40, 53, 57, 61, 77], and the references therein). In
mentioned papers and monographs, various fixed point theorems, topological
degree theory, shooting methods, upper and lower solution technique, etc.,
have been applied for the solvability of given problems.

The difficulties related to asymptotic problems are mainly caused by the
fact that the application of degree arguments in Fréchet spaces is always very
delicate (see, e.g., [1, 2, 5, 9, 46, 47, 48, 71]). Perhaps the most difficult con-
cerning asymptotic problems seems to be the study of a topological structure
of solution sets to nonlinear problems (see, e.g., [4, 8, 10], [11, Chapter III.3],
[27, 49]). Let us point out that the study of the topological structure of the
solution set can be regarded as a very interesting problem itself, but it also
helps us to have ”good” values of the associated solution operators of partly
linearized systems for which the structure of solution sets is investigated.

In comparison with mentioned publications, the right-hand sides that are
considered in the thesis satisfy quite slight regularity assumptions. More
concretely, the problems occurring in the thesis have usually multivalued
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upper-Carathéodory right-hand sides. The related existence and localiza-
tion results in the thesis have been obtained by combination of topological
methods with the inverse limit technique (for asymptotic problems) and by
combination of topological methods together with bound sets technique and
Scorza-Dragoni type results for the problems on compact intervals. This ap-
proaches allows to obtain not only the existence results but also to get the
information about the localization of a solution.

The theory of the bound sets which is used in the thesis for problems
on compact intervals was introduced 40 years ago by Robert Gaines and
Jean Mawhin in the book [50], where the existence of periodic solutions for
nonlinear differential systems was studied. The theory of bound sets was
subsequently extended to other types of boundary value problems by Jean
Mawhin, e.g., in papers [64] and [65].

In the papers quoted so far, the bounding functions which guarantee
the existence of a bound set were taken for the first-order problems of class
C1 and of class C2 for the second-order problems. The less regular boun-
ding functions were employed, e.g., in the papers [79], [83] for the first-
order single-valued problems and in [80] for the single-valued second-order
problems. Variants of this concept were used in the paper [43] for the Picard
problem and in papers [44], [45] for the Sturm–Liouville boundary conditions.

Concerning the boundary value problems for differential inclusions, the
bound sets theory was employed for multivalued first-order Floquet problems
in Rn in papers [19]-[21]. In the first one, the r.h.s. of the studied differential
inclusion was upper semi-continuous which allowed the authors to put the
conditions ensuring the existence of a bound set K directly on the boundary
of K. The second paper dealt with the upper-Carathéodory r.h.s. This
caused that the conditions had to be satisfied at some vicinity of the boundary
of K. Finally, in the third paper, the Scorza-Dragoni type technique was
employed which allowed to put the conditions directly on the boundary also
in the case of upper-Carathéodory r.h.s.

By the same strategy (consisting in strict and non-strict localization of
bounding functions), the theory of bound sets was developed for the second-
order multivalued Dirichlet and Floquet problems in Rn in the papers [12],
[13], [18] and [73].

1.2 Boundary value problems for second-order differ-
ential inclusions in Banach spaces

Although the general theory of ordinary differential equations and inclusions
in Banach spaces has been developed at a satisfactory level for quite long
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time (see, e.g., the monograph [81] and the references therein), there were
not so many contributions to boundary value problems in infinite dimen-
sional spaces until recently (see, e.g., [6], [22], [35], [67], [69], [70], and [78]).
Lately, the theory of boundary value problems in Banach spaces has started
to attract the increasing attention (see, e.g., [14]-[17], [59], [60], [82]). The
boundary value problems in Banach spaces were in recent papers consid-
ered together with various generalizations (like impulse effects or the usage
of fractional derivatives) and it is expectable that the increased attention
to the boundary value problems in Banach spaces will be given also in the
future.

1.3 Impulsive boundary value problems for second-
order differential inclusions

Boundary value problems with impulses have been widely studied because of
their applications in areas, where the parameters are subject to certain per-
turbations in time. For instance, in the treatment of some diseases, impulses
may correspond to administration of a drug treatment or in environmental
sciences, they can describe the seasonal changes or harvesting.

While the theory of single-valued impulsive problems is deeply examined
(see, e.g., [28, 29, 63], and the references therein), the theory dealing with
multivalued impulsive problems has not been studied so much yet (for the
overview of known results see, e.g., the monographs [31, 52], and the refer-
ences therein). However, it is worth to study also the multivalued case, since
the multivalued problems come e.g. from single-valued problems with discon-
tinuous right-hand sides, or from control theory like it has been mentioned
in the preface.
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2 Continuation principle

The key tool that is used in the thesis is an appropriate continuation prin-
ciple. Therefore, in this section, the continuation principle will be at first
described in short for multivalued problems on non-compact intervals in Rn.
Subsequently, its modifications for problems on compact intervals, for prob-
lems in Banach spaces and for the impulsive problems will be discussed.

2.1 Continuation principle for non-impulsive problems
in Rn on non-compact and compact intervals

Let us, at first, consider the second-order b.v.p. in Rn

ẍ(t) ∈ F (t, x(t), ẋ(t)), for a.a. t ∈ I,
x ∈ S,

}
(2)

where

• I is a given (possibly noncompact) real interval,

• S ⊂ AC1
loc(I,Rn), where AC1

loc(I,Rn), denotes the space of functions
x : I → Rn with locally absolutely continuous first derivatives,

• F : I × Rn × Rn ( Rn is an upper-Carathéodory mapping, i.e.
F (·, x, y) : I ( Rn is measurable on every compact subinterval of
I, for all (x, y) ∈ Rn × Rn, the map F (t, ·) : Rn × Rn ( Rn is upper
semicontinuous, for almost all t ∈ I, and the set F (t, x, y) is compact
and convex, for all (t, x, y) ∈ I × Rn × Rn.

In order to develop the suitable continuation principle, the family of asso-
ciated problems P (q, λ) has to be assigned to the original problem (2). The
associated problems have the following form

ẍ(t) ∈ H(t, x(t), ẋ(t), q(t), q̇(t), λ), for a.a. t ∈ I,
x ∈ S1,

}
P (q, λ)

where

• q ∈ Q; Q is a retract of C1(I,Rn),

• S1 is a closed subset of S,

• λ ∈ [0, 1],
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• H : I × Rn × Rn × Rn × Rn × [0, 1] ( Rn is an upper-Carathéodory
mapping such that

H(t, c, d, c, d, 1) ⊂ F (t, c, d), for all (t, c, d) ∈ I × Rn × Rn. (3)

The inclusion (3) guarantees that if q∗ would be a solution of the problem
P (q∗, 1), then it is also the solution of the original problem (2). Therefore,
it is possible to transform the b.v.p. (2) into the fixed point problem

q∗ ∈ T (q∗, 1), (4)

where T : Q× [0, 1] ( C1(I,Rn) is a solution mapping that assigns to each
q ∈ Q and λ ∈ [0, 1] the set of solutions of P (q, λ).

After the transformation of the original problem (2) into the fixed point
problem (4) and by using of fixed point index technique in Fréchet spaces,
the following continuation principle has been developed in [23].

Theorem 2.1 Let us consider the b.v.p. (2) together with the family of
associated problems P (q, λ) and assume that

(i) for each (q, λ) ∈ Q × [0, 1], the associated problem P (q, λ) is solvable
with an Rδ-set of solutions,

(ii) there exists a nonnegative, locally integrable function α : I → R such
that

|H(t, x(t), ẋ(t), q(t), q̇(t), λ)| ≤ α(t)(1 + |x(t)|+ |ẋ(t)|), a.e. in I,

for any (q, λ, x) ∈ ΓT ,

(iii) T (Q× {0}) ⊂ Q,

(iv) there exist a point t0 ∈ I and constants M0 ≥ 0, M1 ≥ 0 such that
|x(t0)| ≤M0 and |ẋ(t0)| ≤M1, for any x ∈ T (Q× [0, 1]),

(v) if qj, q ∈ Q, qj → q, q ∈ T (q, λ), for some λ ∈ [0, 1], then there exists
j0 ∈ N such that, for every j ≥ j0, θ ∈ [0, 1] and x ∈ T (qj, θ), we have
x ∈ Q.

Then the b.v.p. (2) has a solution in S1 ∩Q.

Remark 2.1 It was proven in [23] that the solution mapping T has compact
values. Therefore, the condition (i) concerning Rδ-values in Theorem 2.1 is
satisfied if, e.g., T (q, λ) is, for all (q, λ) ∈ Q× [0, 1], convex or an AR-space
or contractible.
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Remark 2.2 Let us note that in the single-valued case of Carathéodory
ordinary differential equations, we can only assume in Theorem 2.1 (i) that
the associated problems are uniquely solvable.

Remark 2.3 If the associated problems P (q, λ) are fully linearized, i.e. if
they take the form

ẍ(t) ∈ λF (t, q(t), q̇(t)), for a.a. t ∈ I,
x ∈ S1,

}
P (q, λ)L

where S1 is a closed convex subset of S, then it is possible to modify conditions
(i) and (ii) in Theorem 2.1 as follows:

(iL) T (q, λ) 6= ∅, for all (q, λ) ∈ Q× [0, 1],

(iiL) there exists a nonnegative, locally integrable function α : I → R such
that

|F (t, q(t), q̇(t))| ≤ α(t), a.e. in I, for any q ∈ Q.

It is obvious that the most problematic assumption appearing in the
continuation principle is so called ”pushing” condition (v). Therefore, the
attention will be given now to this condition and its possible simplifications
will be shown in subsequent remarks.

Remark 2.4 If the set Q is convex, then the condition (v) of Theorem 2.1
can be replaced by

(v′) if ∂Q× [0, 1] ⊃ {(qj, λj)} converges to (q, λ) ∈ ∂Q× [0, 1], q ∈ T (q, λ),
then there exists j0 ∈ N such that, for every j ≥ j0 and xj ∈ T (qj, λj),
we have xj ∈ Q.

Remark 2.5 Moreover, if the associated problems P (q, λ)L are uniquely
solvable, for each (q, λ) ∈ Q × [0, 1], then, by continuity of T, we can refor-
mulate the ”pushing” condition (v′) from Remark 2.4 as follows:

(v′′) if {(xj, λj)} is a sequence in S1× [0, 1], with λj → λ and xj converging
to a solution x ∈ Q of P (q, λ)L, for q = x and λ = λ, then xj belongs
to Q, for j sufficiently large.

Remark 2.6 If the interval I would be compact, then it is possible to sim-
plify significantly ”pushing” condition into the following form:

(vC) Let Q\∂Q be nonempty and let the solution map T has no fixed points
on the boundary ∂Q of Q, for every (q, λ) ∈ Q× [0, 1).
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It is obvious that the verification of (vC) is easier than of (v), (v′) or
(v′′), but still quite complicated. The fulfilment of condition (vC) for the
boundary value problems on compact intervals can be guaranteed by the
bound sets theory, and that’s why the following Section 3 will be devoted to
this approach.

Remark 2.7 All of the conditions (v), (v′), (v′′) and (vC) can be omitted if

S1 ⊆ S ∩Q,

which significantly simplifies the usage of the continuation principle in par-
ticular practical applications.

2.2 Continuation principle for impulsive problems in
Rn on compact intervals

If we would consider that the b.v.p. (2) contains impulses at fixed times
t1, t2, . . . , tp, p ∈ N, then it is possible to obtain the related modification of
the continuation principle for non-impulsive problems. As you can see in the
next proposition that has been proven for impulsive problems on compact
intervals in [74], the changes that are necessary in case of impulsive problems
are only minor.

Proposition 2.1 Let us consider the b.v.p. (2), where

• I = [0, T ],

• F : [0, T ]× Rn × Rn ( Rn is an upper-Carathéodory mapping,

• S is a subset of PAC1([0, T ],Rn) which is the space of functions x :
[0, T ]→ Rn such that

x(t) =



x[0](t), for t ∈ [0, t1],
x[1](t), for t ∈ (t1, t2],
.
.
.
x[p](t), for t ∈ (tp, T ],

with x[0] ∈ AC1([0, t1],Rn), x[i] ∈ AC1((ti, ti+1],Rn), x(t+i ) = lim
t→t+i

x(t) ∈

R and ẋ(t+i ) = lim
t→t+i

ẋ(t) ∈ R, for every i = 1, ..., p.
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Together with (2), let us consider the family of associated problems P (q, λ),
where H : [0, T ] × R4n × [0, 1] ( Rn is an upper-Carathéodory mapping
satisfying the inclusion (3). Moreover, assume that

(i) there exists a retract Q of PC1([0, T ],Rn), with Q \ ∂Q 6= ∅, and a
closed subset S1 of S such that the associated problem P (q, λ) has, for
each (q, λ) ∈ Q× [0, 1], a nonempty and convex set of solutions T (q, λ),

(ii)− (iv) assumptions (ii)− (iv) from Theorem 2.1 hold,

(v) the solution map T (·, λ) has no fixed points on the boundary ∂Q of Q,
for every λ ∈ [0, 1).

Then the b.v.p. (2) has a solution in S1 ∩Q.

Remark 2.8 Let us note that although Theorem 2.1 and Proposition 2.1
contain the same assumption

(iii) T (Q× {0}) ⊂ Q

its verification is in practical applications much more complicated in case of
the impulsive problems considered in Proposition 2.1.

To be more specific, let us consider, e.g., the non-impulsive homogeneous
Dirichlet problem

ẍ(t) = 0, for a.a. t ∈ [0, T ],
x(T ) = x(0) = 0.

}
(5)

This problem has only the trivial solution, and so the assumption (iii) is
trivially satisfied if 0 ∈ Q.

On the other hand, if we consider the impulsive homogeneous Dirichlet
problem

ẍ(t) = 0, for a.a. t ∈ [0, T ],
x(T ) = x(0) = 0,

x(t+i ) = Aix(ti), i = 1, . . . , p,
ẋ(t+i ) = Biẋ(ti), i = 1, . . . , p,

 (6)

where Ai, Bi, i = 1, . . . , p, are real n×n matrices, it is not so easy to obtain
that it possesses only the trivial solution. It is valid, e.g., for the antiperiodic
impulses, i.e. for Ai = Bi = −I, for every i = 1, ..., p. Other possibility
that guarantees the existence of the exclusively trivial solution is if p = 1,
A1 = −I and B1 = I provided T 6= 2t1.
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2.3 Continuation principle for problems in abstract
spaces

If we consider, instead of Rn, an abstract space, the particular conditions ap-
pearing in the continuation principle become significantly more complicated.

As one of the motivations for studying boundary value problems in ab-
stract spaces, the following abstract nonlinear wave equations in Hilbert
spaces can be used: Let t ∈ [0, T ] and let ξ ∈ Ω, where Ω is a nonempty,
bounded domain in Rn with a Lipschitz boundary ∂Ω. Consider the func-
tional evolution equation

∂2u

∂t2
+ a

∂u

∂t
+ B̃u(t, ·) + β||u(t, ·)||p−2u = ϕ(t, u), (7)

where u = u(t, ξ), subject to boundary conditions

u(T, ·) = Mu(0, ·), ∂u(T, ·)
∂t

= N
∂u(0, ·)
∂t

. (8)

Assume that a ≥ 0, β ≥ 0, p > 1 are constants, B̃ : L2(Ω) → L2(Ω) is
a linear operator and that ϕ : [0, T ] × R → R is sufficiently regular. The
problem under consideration can be still restricted by a constraint:

u(t, ·) ∈ K := {e ∈ L2(Ω) | ||e|| ≤ r}, t ∈ [0, T ].

Taking x(t) := u(t, ·) with x ∈ AC1([0, T ], L2(Ω)), A(t) ≡ A := a,
B(t) : L2(Ω) → L2(Ω) defined by x = u(t, ·) → B̃x, f : [0, T ] × L2(Ω) →
L2(Ω) defined by (t, v)→ ϕ(t, v(·)), and F (t, x, y) ≡ F (t, x) := −β||x||p−2x+
f(t, x), the above problem can be rewritten into the form

ẍ(t) + A(t)ẋ(t) +B(t)x(t) = F (t, x(t), ẋ(t)), for a.a. t ∈ [0, T ],
x(T ) = Mx(0), ẋ(T ) = Nẋ(0).

}
(9)

possibly together with x(t) ∈ K, t ∈ [0, T ], where K ⊂ L2(Ω) is a nonempty,
open, convex subset of L2(Ω).

If ϕ(t, ·) is e.g. bounded, but discontinuous at finitely many points, then
the Filippov regularization ϕ̃ of ϕ(t, ·) (see, e.g., [26, 34]) can lead to a mul-
tivalued problem

ẍ(t) + A(t)ẋ(t) +B(t)x(t) ∈ F (t, x(t), ẋ(t)), for a.a. t ∈ [0, T ],
x(T ) = Mx(0), ẋ(T ) = Nẋ(0).

}
(10)

For boundary value problems in Banach spaces like (10), the following
continuation principle has been developed in [16] and [17] by using a suitable
topological degree technique.
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Theorem 2.2 Let us consider the b.v.p.

ẍ(t) ∈ F (t, x(t), ẋ(t)), for a.a. t ∈ [0, T ],

x ∈ S,

}
(11)

where

• E is a separable Banach space with the norm || · || satisfying the Radon-
Nikodym property,

• F : [0, T ]× E × E ( E is an upper-Carathéodory mapping,

• S ⊂ AC1([0, T ], E).

Let H : [0, T ] × E × E × E × E × [0, 1] ( E be an upper-Carathéodory
mapping such that

H(t, c, d, c, d, 1) ⊂ F (t, c, d), for all (t, c, d) ∈ [0, T ]× E × E.

Moreover, assume that the following conditions hold:

(i) There exist a closed set S1 ⊂ S and a closed, convex set Q ⊂ C1([0, T ], E)
with a nonempty interior Int Q such that each associated problem

ẍ(t) ∈ H(t, x(t), ẋ(t), q(t), q̇(t), λ), for a.a. t ∈ [0, T ],
x ∈ S1,

}
P (q, λ)

where q ∈ Q and λ ∈ [0, 1], has a nonempty, convex set of solutions
(denoted by T (q, λ)).

(ii) For every nonempty, bounded set Ω ⊂ E × E × E × E, there exists
νΩ ∈ L1([0, T ], [0,∞)) such that

||H(t, x, y, u, v, λ)|| ≤ νΩ(t),

for a.a. t ∈ [0, T ] and all (x, y, u, v) ∈ Ω and λ ∈ [0, 1].

(iii) The solution mapping T is quasi-compact and µ-condensing with respect
to a monotone and nonsingular measure of noncompactness µ defined
on C1([0, T ], E).

(iv) For each q ∈ Q, the set of solutions of the problem P (q, 0) is a subset
of Int Q, i.e. T (q, 0) ⊂ Int Q, for all q ∈ Q.

(v) For each λ ∈ (0, 1), the solution mapping T (·, λ) has no fixed points on
the boundary ∂Q of Q.
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Then the b.v.p. (11) has a solution in Q ∩ S1.

Remark 2.9 Let us point out that one of the differences between continu-
ation principles in Rn and in abstract spaces lies in the fact that it would
be extremely difficult to avoid the convexity of given set of candidate solu-
tions Q, provided the degree arguments are applied for noncompact maps
(for more details, see, e.g., [25]). For this reason, the set Q is considered to
be convex in the case of continuation principle in Banach spaces.

Remark 2.10 Similarly as in finite-dimensional Euclidean spaces, the ge-
ometry concerning second-order problems in Banach spaces, reflecting the
behaviour of controlled trajectories, is much more sophisticated than for
first-order problems. On the other hand, the sufficient existence conditions
are again better than those for equivalent first-order problems (see [22]).

16



3 Bound sets approach

One of the most problematic assumptions that has appeared in continuation
principles in the previous section for problems on compact intervals is the
following transversality condition:

(v) the solution map T (·, λ) has no fixed points on the boundary ∂Q of Q,
for every λ ∈ [0, 1).

It has occurred in Remark 2.6, Proposition 2.1 as well as in Theorem 2.2
dealing with the problems in Banach spaces.

Since its direct verification is generally quite complicated, this section will
be devoted to the bound sets technique which can be used as a tool for its
guaranteeing.

Let us point out that the bound sets technique cannot be applied jointly
with the degree arguments for problems on non-compact intervals, because
bounded subsets of non-normable Fréchet spaces are equal to their bounda-
ries.

3.1 Bound sets approach for non-impulsive problems
in Rn

For the developing of the bound sets theory for the second-order boundary
value problems, let us at first consider the easiest case, i.e. non-impulsive
vector problems. More concretely, let us consider the vector Floquet semi-
linear problem

ẍ(t) + A(t)ẋ(t) +B(t)x(t) ∈ F (t, x(t), ẋ(t)), for a.a. t ∈ [0, T ],

x(T ) = Mx(0),
ẋ(T ) = Nẋ(0),

 (12)

where

(iU) A,B : [0, T ]→ Rn×n are measurable matrix functions such that |A(t)| ≤
a(t) and |B(t)| ≤ b(t), for all t ∈ [0, T ] and suitable integrable functions
a, b : [0, T ]→ [0,∞),

(iiU) F : [0, T ] × Rn × Rn ( Rn is an upper-Carathéodory multivalued
mapping,

(iiiU) M and N are real n× n matrices with M non-singular.
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Moreover, let (in the whole Sections 3.1 and 3.2) K ⊂ Rn be a nonempty
open set and V : Rn → R be a C1-function with ∇V locally Lipschitzian and
satisfying

(H1) V | ∂K = 0,

(H2) V (x) ≤ 0, for all x ∈ K.

Furthermore, let (in the whole Sections 3.1 and 3.2) M be such that
M∂K = ∂K.

Definition 3.1 A nonempty open set K ⊂ Rn is called a bound set for the
b.v.p. (12) if every solution x of (12) such that x(t) ∈ K, for each t ∈ [0, T ],
does not satisfy x(t∗) ∈ ∂K, for any t∗ ∈ [0, T ].

Figure 1: Solutions of the b.v.p. (12) and the sets K and L such that K is
a bound set for (12) and L is not.

In [12], the following result guaranteeing the existence of the bound set K
for the Floquet b.v.p. with an upper-Carathéodory r.h.s. has been proven.

Proposition 3.1 Let us consider the b.v.p. (12) and suppose that there
exists ε > 0 such that, for all x ∈ K ∩ Nε(∂K), t ∈ (0, T ) and v ∈ Rn, the
following condition

lim sup
h→0−

〈∇V (x+ hv), v + hw〉 − 〈∇V (x), v〉
h

> 0 (13)

holds, for all w ∈ F (t, x, v)− A(t)v −B(t)x, and that

〈∇V (My), Nw〉 · 〈∇V (y), w〉 ≥ 0, (14)

for all y ∈ ∂K and w ∈ Rn. Then all possible solutions x : [0, T ] → K of
problem (12) are such that x(t) ∈ K, for every t ∈ [0, T ], i.e. K is a bound
set for the Floquet problem (12).

18



Remark 3.1 If condition (13) is replaced by the following one

lim sup
h→0+

〈∇V (x+ hv), v + hw〉 − 〈∇V (x), v〉
h

> 0, (15)

for all x ∈ K∩Nε(∂K), t ∈ (0, T ), v ∈ Rn and w ∈ F (t, x, v)−A(t)v−B(t)x,
while all the other assumptions of Proposition 3.1 remain valid, then the same
conclusion holds.

Definition 3.2 A function V : Rn → R from Proposition 3.1 satisfying
conditions (H1), (H2), (14) and at least one of conditions (13), (15) is called
a bounding function for the set K relative to (12).

It was shown in [12] that:

• if Q is defined as follows

Q := {q ∈ C1([0, T ],Rn) | q(t) ∈ K, for all t ∈ [0, T ]} (16)

and if K is a bound set for each associated problem P (q, λ) (defined
consistently like in Section 2), then condition (vC) from continuation
principle on compact intervals (see Remark 2.6) is satisfied,

• if K ⊂ Rn is a nonempty open set whose closure K is a retract of
Rn, then the set Q defined by formula (16) is a retract of the space
C1([0, T ],Rn).

Summing up, the two particular conditions appearing in the continuation
principle for problems on compact intervals can be guaranteed by the bound
sets theory as has been just indicated.

Since the verification of the conditions (13), (15) from Proposition 3.1
and Remark 3.1 is in general still not very easy, we will turn our attention to
the more regular bounding functions which will lead to the simplification and
practical applicability. More concretely, in the case when V ∈ C2(Rn,R), the
following corollary immediately follows.

Corollary 3.1 Let us consider the b.v.p. (12) and assume that there exists
a function V ∈ C2(Rn,R) satisfying conditions (H1) and (H2). Moreover,
assume that there exists ε > 0 such that, for all x ∈ K ∩Nε(∂K), t ∈ (0, T )
and v ∈ Rn, condition

〈HV (x)v, v〉+ 〈∇V (x), w〉 > 0 (17)

holds, for all w ∈ F (t, x, v) − A(t)v − B(t)x, where H denotes the Hesse
second-order differential operator. Furthermore, let condition (14) holds, for
all y ∈ ∂K and w ∈ Rn. Then K is a bound set for problem (12).
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The easiest way how the set K can be defined is assumed it as an open
ball centered at the origin. How in such a case the conditions would be
simplified is described in the following example.

Example 3.1 Given R > 0, put K := {x ∈ Rn | |x| < R}. Let the function
V : Rn → R be defined, for all x ∈ K, as follows:

V (x) =
1

2

(
|x|2 −R2

)
. (18)

Then V satisfies conditions (H1) and (H2). Moreover, for each x ∈ Rn,
∇V (x) = x and HV (x) = I.

Therefore, condition (13) can be reformulated in the following way: there
exists ε > 0 such that, for all x ∈ K ∩ Nε(∂K), t ∈ (0, T ) and v ∈ Rn, the
inequality

〈v, v〉+ 〈x,w〉 > 0

holds, for all w ∈ F (t, x, v)− A(t)v −B(t)x.

Remark 3.2 Let us note that condition (14) depends both on the boundary
conditions in (12) and on the gradient ∇V of the bounding function V . In
particular, (14) is trivially satisfied if M = N = I, where I denotes the n×n
unit matrix. This case corresponds to the investigation of periodic solutions
of the inclusion in (12).

In the case if My = my and Nw = nw, for all y, w ∈ Rn, where m,n ∈ R,
and if V is defined by formula (18), it is easy to see that condition (14) is
satisfied if and only if mn ≥ 0.

Conditions (13), (15), (17) are not strictly localized on the boundary of
the bound set K, but assumed at some vicinity K ∩ Nε(∂K) of it. This
is caused by the fact that the r.h.s. of the considered b.v.p. was an upper-
Carathéodory mapping. If the r.h.s. would be more regular, then it is possible
to put conditions ensuring the existence of the bound set directly on the
boundary of the set K. To be more concrete, it was shown in [13] that if in
(12)

(iC) A,B : [0, T ]→ Rn×n are continuous matrix functions,

(iiC) M and N are n× n matrices, M is non-singular,

(iiiC) F : [0, T ] × Rn × Rn ( Rn is an upper semicontinuous multivalued
mapping with nonempty, compact, convex values,

then it is possible to localize the conditions for the bounding function directly
on the boundary of the bound set as the following theorem shows.
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Theorem 3.1 Let us consider the b.v.p. (12) satisfying (iC)-(iiiC) and sup-
pose that, for all x ∈ ∂K, t ∈ (0, T ) and v ∈ Rn with

〈∇V (x), v〉 = 0, (19)

the following condition holds

lim inf
h→0

〈∇V (x+ hv), v + hw〉
h

> 0, (20)

for all w ∈ F (t, x, v)− A(t)v −B(t)x.
Moreover, suppose that, for all x ∈ ∂K and v ∈ Rn with

〈∇V (x), v〉 ≤ 0 ≤ 〈∇V (Mx), Nv〉, (21)

at least one of the following conditions

lim inf
h→0+

〈∇V (x+ hv), v + hw1〉
h

> 0 (22)

or

lim inf
h→0−

〈∇V (Mx+ hNv), Nv + hw2〉
h

> 0 (23)

holds, for all w1 ∈ F (0, x, v)−A(0)v−B(0)x, or, for all w2 ∈ F (T,Mx,Nv)−
A(T )Nv −B(T )Mx. Then K is a bound set for problem (12).

Remark 3.3 Let us note that if condition (22) holds, for some x ∈ ∂K, v ∈
Rn satisfying (21) and w1 ∈ F (0, x, v)−A(0)v−B(0)x then, according to the
continuity of ∇V, 〈∇V (x), v〉 = 0. Similarly, if (23) holds, for some x ∈ ∂K,
v ∈ Rn satisfying (21) and w2 ∈ F (T,Mx,Nv)− A(T )Nv − B(T )Mx, then
〈∇V (Mx), Nv〉 = 0.

Therefore, the validity of (21), (22) and (23) implies, in particular, that

〈∇V (x), v〉 = 〈∇V (Mx), Nv〉 = 0. (24)

As well as in the case of upper-Carathéodory r.h.s., also now the practi-
cally applicable version of the bound sets theory can be obtain if the more
regular bounding function V is considered.

Remark 3.4 If a bounding function V is of class C2, conditions (20), (22)
and (23) can be rewritten in terms of gradients and Hessian matrices. Con-
cretely, (20) takes the form

〈HV (x)v, v〉 + 〈∇V (x), w〉 > 0,
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for all x ∈ ∂K, v ∈ Rn satisfying (19), t ∈ (0, T ) and w ∈ F (t, x, v)−A(t)v−
B(t)x.

For the sake of simplicity, in order to discuss (22) and (23), let us restrict
ourselves to those V, M and N for which (21) implies (24). In such a case,
it is easy to see that (22) and (23) are equivalent to

max {〈HV (x)v, v〉 + 〈∇V (x), w1〉,

〈HV (Mx) ·Nv, Nv〉 + 〈∇V (Mx), w2〉} > 0,

for all x ∈ ∂K, v ∈ Rn satisfying (21), w1 ∈ F (0, x, v)− A(0)v − B(0)x and
w2 ∈ F (T,Mx,Nv)− A(T )Nv −B(T )Mx.

In particular, observe that (21) always implies (24) under conditions (22)
and (23) (see Remark 3.3). The same is true if one of the following possibil-
ities takes place:

(i) M = N = I, i.e. for the periodic problem associated to the inclusion
in (12),

(ii) M = N = −I, i.e. for the anti-periodic b.v.p. associated to the
inclusion in (12), and for ∇V (−x) = −∇V (x), for all x ∈ ∂K,

(iii) M = a · I, N = b · I, where a · b > 0, and ∇V (ax) = a∇V (x), for all
x ∈ ∂K.

At the beginning of this section, the Floquet b.v.p. (12) with an upper-
Carathéodory r.h.s. was studied via non-strictly localized bounding func-
tions, i.e. in the case when the conditions concerning (Liapunov-like) bound-
ing functions were not imposed directly on the boundaries of bound sets, but
at some vicinity of them.

As was shown afterwards, this problem of non-strict localization does not
occur for Marchaud systems, i.e. for systems with globally upper semicon-
tinuous r.h.s.

Finally, it will be displayed now that also the case of upper-Carathéodory
systems can be treated by the strictly localized bounding functions when
the Scorza-Dragoni type approach is applied. The original idea of applying
the Scorza-Dragoni technique comes from [68], where guiding functions were
employed for vector first-order Carathéodory differential equations.

Approximating the original problem by a sequence of problems satisfying
non-strictly localized conditions of Proposition 3.1 and applying the Scorza-
Dragoni type result (see [34, Proposition 8], and [18, Proposition 2.1] for
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multivalued mappings), the following result has been obtained in [18]. The
condition for bounding function is now required only on the boundary ∂K of
the set K, and not on the whole neighborhood K∩Nε(∂K), as in Proposition
3.1. On the other hand, the more regular bounding function of class C2 is
directly considered now.

Theorem 3.2 Let us consider the Floquet b.v.p. (12) satisfying (iU)-(iiiU)
and assume that V ∈ C2(Rn,R). Moreover, assume that

(i) for all x ∈ ∂K, t ∈ (0, T ) and v ∈ Rn, it holds that

〈∇V (x), w〉 > 0, (25)

for all w ∈ F (t, x, v)− A(t)v −B(t)x,

(ii) there exists ε > 0 such that HV (x) is positive semi-definite, for all
x ∈ K ∩Nε(∂K),

(iii) for all x ∈ ∂K and v ∈ Rn,

〈∇V (Mx), Nv〉 · 〈∇V (x), v〉 > 0 or 〈∇V (Mx), Nv〉 = 〈∇V (x), v〉 = 0.

Then K is a bound set for problem (12).

Remark 3.5 Let us note that particular conditions appearing in bound sets
results - (14), (22) and (23) as well as condition (iii) from Theorem 3.2
depend on the boundary conditions in (12). All of them can be omitted in the
case when the Floquet boundary conditions would be replaced by other types
of boundary conditions, e.g. by the Dirichlet conditions x(T ) = x(0) = 0,
together with the additional assumption 0 ∈ K.

3.2 Bound sets approach for impulsive problems in Rn

If we consider, instead of non-impulsive problems, the second-order impulsive
ones, it is again possible to develop the bound sets technique that can be used
for guaranteeing of the transversality condition (v) in Proposition 2.1. For
this purpose, let us consider the Dirichlet impulsive problem

ẍ(t) ∈ F (t, x(t), ẋ(t)), for a.a. t ∈ [0, T ],
x(T ) = x(0) = 0,

x(t+i ) = Aix(ti), i = 1, . . . , p,
ẋ(t+i ) = Biẋ(ti), i = 1, . . . , p,

 (26)

where
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• F : [0, T ] × Rn × Rn ( Rn is an upper-Carathéodory or a globally
upper semicontinuous multivalued mapping,

• 0 = t0 < t1 < . . . < tp < tp+1 = T, p ∈ N,

• Ai, Bi, i = 1, . . . , p, are real n× n matrices.

• x(a+) = lim
t→a+

x(t).

By a solution of problem (26) we shall mean a function x ∈ PAC1([0, T ],Rn)
satisfying (26).

Figure 2: A solution of the impulsive b.v.p. (26) for n = 1 and p = 4

Moreover, let, in the whole Section 3.2, 0 ∈ K and Ai, i = 1, . . . , p, satisfy
Ai∂K = ∂K.

In [74], the following proposition has been proven for impulsive prob-
lems with the upper-Carathéodory r.h.s. via non-strictly localized bounding
function.

Proposition 3.2 Let us consider the impulsive b.v.p. (26), where F : [0, T ]×
Rn × Rn ( Rn is an upper-Carathéodory multivalued mapping. Suppose,
moreover, that there exists ε > 0 such that, for all x ∈ K∩Nε(∂K), t ∈ (0, T )
and v ∈ Rn, the following condition

lim sup
h→0−

〈∇V (x+ hv), v + hw〉 − 〈∇V (x), v〉
h

> 0 (27)

holds, for all w ∈ F (t, x, v), and that

〈∇V (Aix), Biv〉 · 〈∇V (x), v〉 > 0, (28)

for all i = 1, . . . , p, x ∈ ∂K and v ∈ Rn with 〈∇V (x), v〉 6= 0.
Then K is a bound set for the impulsive Dirichlet problem (26).
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Remark 3.6 Let us note that the condition (27) is the same as the corre-
sponding one (13) for the problems without impulses.

Remark 3.7 When the bounding function V is of class C2, the condition
(27) can be rewritten (analogously like in the non-impulsive case) in terms
of gradients and Hessian matrices as follows:
There exists ε > 0 such that, for all x ∈ K ∩Nε(∂K), t ∈ (0, T ) and v ∈ Rn,
condition

〈HV (x)v, v〉+ 〈∇V (x), w〉 > 0 (29)

holds, for all w ∈ F (t, x, v).

Condition (27), (29) were not strictly localized on the boundary of the
bound set K, but assumed at some vicinity K ∩Nε(∂K) of it since the r.h.s.
of the considered impulsive Dirichlet problem was an upper-Carathéodory
mapping. If the r.h.s. would be more regular, then it is possible (analogously
like in the non-impulsive case) to localize conditions ensuring the existence of
the bound set directly on the boundary of the set K. To be more concrete,
it was shown in [75] that if in (26), F : [0, T ] × Rn × Rn ( Rn is an
upper semicontinuous multivalued mapping with nonempty, compact, convex
values, then it is possible to localize the conditions for the bounding function
directly on the boundary of the bound set as the following theorem shows.

Theorem 3.3 Let us consider the impulsive b.v.p. (26), where F : [0, T ] ×
Rn×Rn ( Rn is an upper semicontinuous multivalued mapping with nonempty,
compact, convex values.

Suppose moreover that, for all x ∈ ∂K, t ∈ (0, T )\{t1, . . . tp} and v ∈ Rn

with
〈∇V (x), v〉 = 0, (30)

the following condition holds

lim inf
h→0−

〈∇V (x+ hv), v + hw〉
h

> 0, (31)

for all w ∈ F (t, x, v).
At last, suppose that, for all x ∈ ∂K and v ∈ Rn with

〈∇V (Aix), Biv〉 ≤ 0 ≤ 〈∇V (x), v〉, for some i = 1, . . . , p, (32)

the following condition

lim inf
h→0−

〈∇V (x+ hv), v + hw〉
h

> 0 (33)

holds, for all w ∈ F (ti, x, v). Then K is a bound set for the impulsive Dirichlet
problem (26).
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Remark 3.8 Let us now consider the particular case when the bounding
function V is of class C2. Then conditions (31) and (33) can be rewritten in
terms of gradients and Hessian matrices as follows:
Suppose that, for all x ∈ ∂K and v ∈ Rn the following holds:

if 〈∇V (x), v〉 = 0, then 〈HV (x)v, v〉+ 〈∇V (x), w〉 > 0, (34)

for all t ∈ (0, T ) \ {t1, . . . tp} and w ∈ F (t, x, v), and

if 〈∇V (Aix), Biv〉 ≤ 0 ≤ 〈∇V (x), v〉 for some i = 1, ..., p, (35)

then 〈HV (x)v, v〉+ 〈∇V (x), w〉 > 0,

for all w ∈ F (ti, x, v).

If the Scorza-Dragoni type result ([34, Proposition 5.1]) is applied, and
if the original problem is approximated by a sequence of problems sat-
isfying non-strictly localized conditions, the relevant condition can be re-
quired directly on the boundary ∂K of the set K also in the case of upper-
Carathéodory r.h.s., and not on the whole neighborhood K ∩Nε(∂K), as in
Proposition 3.2. Analogously like in the non-impulsive case, the bounding
function of class C2 is considered now.

Theorem 3.4 Let us consider the impulsive b.v.p. (26), where F : [0, T ] ×
Rn × Rn ( Rn is an upper-Carathéodory multivalued mapping, and let V ∈
C2(Rn,R).

Moreover, assume that

(i) for all x ∈ ∂K and v ∈ Rn, the inequality

〈∇V (x), w〉 > 0

holds, for all t ∈ (0, T ) and w ∈ F (t, x, v),

(ii) there exists h > 0 such that HV (x) is positive semidefinite in Nh(∂K),

(iii) for all i = 1, . . . , p, x ∈ ∂K and v ∈ Rn, with 〈∇V (x), v〉 6= 0, it holds
that

〈∇V (Aix), Biv〉 · 〈∇V (x), v〉 > 0.

Then K is a bound set for problem (26).
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Remark 3.9 Both Theorems 3.3 and 3.4 give an existence result for an im-
pulsive Dirichlet boundary value problem with a strictly localized bounding
function respectively for u.s.c and upper-Carathéodory multimap. However
Theorem 3.4 doesn’t represent an extension of Theorem 3.3, since the first
one deals with a C2-bounding function, while the second one is related to a
C1-bounding function and can not be easily extended to the Carathéodory
case.
In the case when the multivalued mapping F is upper semicontinuous and
the bounding function V is of class C2, i.e. when it is possible to apply
both theorems, conditions of Theorem 3.3 are weaker than assumptions of
Theorem 3.4. In fact, in this case, according to Remark 3.8, condition (31)
of the first theorem reads as

〈HV (x)v, v〉+ 〈∇V (x), w〉 > 0

for every x ∈ ∂K, v ∈ Rn, and for every t ∈ (0, T ) \ {t1, ..., tp}, w ∈ F (t, x, v)
if 〈∇V (x), v〉 6= 0, or for every w ∈ F (ti, x, v) if 〈∇V (Aix), Biv〉 ≤ 0 ≤
〈∇V (x), v〉, which are implied by assumptions (i) and (ii) of the second
theorem.

Remark 3.10 In all conditions that have appeared in Sections 3.1 and 3.2,
the element v has played the role of the first derivative of the solution x. If x
is a solution of particular b.v.p. such that x(t) ∈ K, for every t ∈ [0, T ], and
if there exists a continuous increasing function ψ : [0,∞)→ [0,∞) satisfying

lim
s→∞

s2

ψ(s)
ds =∞, (36)

and such that
|F (t, c, d)| ≤ ψ(|d|), (37)

for a.a. t ∈ [0, T ] and every c, d ∈ Rn with |c| ≤ R := max{|x| : x ∈ K},
then, by means of the Nagumo-type result (see [78, Lemma 2.1] and [56,
Lemma 5.1]), it holds that |ẋ(t)| ≤ B, for every t ∈ [0, T ], where B is defined
by

B = ψ−1(ψ(2R) + 2R). (38)

Hence, it is sufficient to require all conditions in previous propositions and
theorems only for all v ∈ Rn with |v| ≤ B and not for all v ∈ Rn.

3.3 Bound sets approach for problems in abstract spaces

Also the continuation principle in abstract spaces developed in the form of
Theorem 2.2 has contained the transversality condition (v) that is not easily
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verifiable. Therefore, in this section, the bound sets technique in Banach
spaces will be described in short that can be used for its guaranteeing.

For this purpose, let us consider the Floquet boundary value problem

ẍ(t) + A(t)ẋ(t) +B(t)x(t) ∈ F (t, x(t), ẋ(t)), for a.a. t ∈ [0, T ],
x(T ) = Mx(0), ẋ(T ) = Nẋ(0),

}
(39)

where

• E is a separable Banach space satisfying the Radon-Nikodym property
(with the norm || · ||),

• A,B : [0, T ] → L(E) are Bochner integrable, where L(E) stands for
the Banach space of all linear, bounded transformations L : E → E
endowed with the sup-norm,

• F : [0, T ]× E × E ( E is an upper-Carathéodory (or upper semicon-
tinuous) multivalued mapping,

• M, N ∈ L(E).

Moreover, let E ′ be the Banach space dual to E and let us denote by
〈·, ·〉 the pairing (the duality relation) between E and E ′, i.e., for all Φ ∈ E ′
and x ∈ E, we put Φ(x):=〈Φ, x〉.

Similarly like in the finite-dimensional case, two cases will be distin-
guished - namely when (i) A,B are Bochner integrable transformations and
F is an upper-Carathéodory mapping, and (ii) A, B are continuous transfor-
mations and F is globally upper semicontinuous (i.e. a Marchaud mapping).
Unlike in the first case, the second one allows to apply bounding functions
which can be strictly localized on the boundaries of given bound sets. Fi-
nally, it will be shown that using Scorza-Dragoni type technique, the strict
localization is possible also in the case of upper-Carathéodory r.h.s.

The geometry concerning second-order problems, reflecting the behaviour
of controlled trajectories, is again much more sophisticated than for first-
order problems. Moreover, to express desired transversality conditions in
terms of bounding functions, it requires for second-order problems in Ba-
nach spaces to employ newly dual spaces. On the other hand, the sufficient
conditions are better than those for equivalent first-order problems (see [22]).

Let (in the whole Section 3.3) K be a nonempty, open subset of E con-
taining 0 and let V : E → R be a C1-function with a locally Lipschitz Frechét
derivative V̇x satisfying
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(H1) V | ∂K = 0,

(H2) V (x) ≤ 0, for all x ∈ K.

Moreover, let M be invertible and such that M∂K = ∂K.

As the first possibility, let us consider the b.v.p. (39) with an upper-
Carathéodory r.h.s. In [16], the bound sets theory for such a case has been
developed in the form of the following proposition.

Proposition 3.3 Suppose that there exists ε > 0 such that, for all x ∈
K ∩Nε(∂K), t ∈ (0, T ) and y ∈ E, the following condition

lim sup
h→0−

〈V̇x+hy − V̇x, y〉
h

+ 〈V̇x+hy, w〉 > 0 (40)

holds, for all w ∈ F (t, x, y)− A(t)y −B(t)x, and that〈
V̇Mx, Nz

〉
·
〈
V̇x, z

〉
> 0, or

〈
V̇Mx, Nz

〉
=
〈
V̇x, z

〉
= 0, (41)

for all x ∈ ∂K and z ∈ E. Then K is a bound set for the Floquet problem
(39).

Remark 3.11 Condition (40) can be, analogously like in the finite-dimensio-
nal case replaced by

lim sup
h→0+

〈V̇x+hy − V̇x, y〉
h

+ 〈V̇x+hy, w〉 > 0, (42)

for all x ∈ K ∩Nε(∂K), t ∈ (0, T ), y ∈ E, and all w ∈ F (t, x, y)− A(t)y −
B(t)x.

Remark 3.12 If we would consider different type of boundary conditions,
the assumption (41) can be omitted. In particular, this case was studied for
both upper-Carathéodory and globally upper semicontinuous r.h.s. in [15].

If the mapping F (t, x, y)−A(t)y−B(t)x is globally upper semicontinuous
in (t, x, y), then the conditions ensuring the existence of a bound set can be
localized directly on the boundary of K, as will be shown in the following
theorem that was proven in [16].
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Theorem 3.5 Let F : [0, T ]×E×E ( E be an upper semicontinuous map-
ping with nonempty, compact, convex values and A and B be continuous.
Suppose moreover that, for all x ∈ ∂K, t ∈ (0, T ) and y ∈ E with

〈V̇x, y〉 = 0, (43)

the following condition holds

lim inf
h→0

〈V̇x+hy, y + hw〉
h

> 0, (44)

for all w ∈ F (t, x, y)− A(t)y −B(t)x.
At last, assume that, for all x ∈ ∂K and y ∈ E with

〈V̇x, y〉 ≤ 0 ≤ 〈V̇Mx, Ny〉, (45)

at least one of the following conditions

lim inf
h→0+

〈V̇x+hy, y + hw1〉
h

> 0 (46)

or

lim inf
h→0−

〈V̇Mx+hNy, Ny + hw2〉
h

> 0 (47)

holds, for all w1 ∈ F (0, x, y)−A(0)y−B(0)x, or, for all w2 ∈ F (T,Mx,Ny)−
A(T )Ny −B(T )Mx, respectively. Then K is a bound set for problem (39).

Remark 3.13 One can readily check that, for V ∈ C2(E,R), the inequali-
ties (40), (42), as well as (44), become

〈V̈x(y), y〉+ 〈V̇x, w〉 > 0,

with t, x, y, w as in Proposition 3.3 or in Theorem 3.5.

Remark 3.14 The typical case occurs when E = H is a Hilbert space, 〈 , 〉
denotes the scalar product and

V (x) :=
1

2

(
‖x‖2 −R2

)
=

1

2

(
〈x, x〉 −R2

)
,

for some R > 0. In this case, V ∈ C2(H,R) and it is not difficult to see that
conditions (40), (42), as well as (44) become

〈y, y〉+ 〈x, w〉 > 0

with t, x, y and w as in Proposition 3.3 or in Theorem 3.5, where K := {x ∈
H| ‖x‖ < R}.
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The conditions concerning bounding functions in abstract spaces were
not in the commentary up to now imposed in the upper-Carathéodory case
directly on the boundaries of bound sets, but at some vicinity of them. The
strict localization is possible also in this case by means of the Scorza-Dragoni
type technique developed in [76]. On the other hand, it is suitable to point
out that the strict localization requires again a higher regularity of applied
bounding functions.

Moreover, in this case, the bounding function V must satisfy (apart from
previous conditions (H1) and (H2)) also the following one:

(H3) ||V̇ (x)|| ≥ δ, for all x ∈ ∂K, where δ > 0 is given.

The bound sets theory in abstract spaces for the upper-Carathéodory case
via strictly localized conditions for bounding function was developed in [14]
in the following form.

Theorem 3.6 Consider the Floquet b.v.p. (39) with an upper-Carathéodory
r.h.s. Assume that K ⊂ E is an open, convex set containing 0. Furthermore,
let there exist ε > 0 and a function V ∈ C2(E,R) satisfying (H1) − (H3).
Moreover, let there exist h > 0 such that〈

V̈x(v), v
〉
≥ 0, for all x ∈ Nh(∂K), v ∈ E, (48)

where V̈x(v) denotes the second Fréchet derivative of V at x in the direction
(v, v) ∈ E × E. Finally, let

〈V̇x, w〉 > 0, (49)

and (41) holds, for all x ∈ ∂K, t ∈ (0, T ), z ∈ E, and w ∈ F (t, x, z) −
A(t)z −B(t)x. Then K is a bound set for problem (39).

Remark 3.15 The result can be analogously like in the previous cases sim-
plified, i.e. the assumption (41) can be omitted, when the different type of
boundary conditions would be considered (see [17] for the Dirichlet problem).
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4 Contribution to the theory of boundary va-

lue problems for second-order differential

inclusions on compact and non-compact in-

tervals in the Euclidean and abstract spaces

The topic of the thesis is the investigation of the boundary value problems
on compact and non-compact intervals for second-order differential inclusions
both in the Euclidean and abstract spaces. The thesis is submitted as the
collection of 12 papers published in international journals.

The fundamental tools used in the collection of presented papers are suit-
able continuation principles described in Section 2 that contain apart from
other assumptions so called ”pushing” or transversality conditions whose
verifying is in most cases very complicated. For its guaranteeing, the bound
sets technique described in Section 3 is applied in the collection of submitted
papers.

4.1 Non-impulsive boundary value problems for vec-
tor second-order differential inclusions on compact
and non-compact intervals

Papers dealing with this topic are the following:

[23] J. Andres, M. Pavlačková, Asymptotic boundary value problems for
second-order differential systems. Nonlin. Anal. 71 (5-6) (2009), 1462–
1473.

[24] J. Andres, M. Pavlačková, Topological structure of solution sets to
asymptotic boundary value problems. J. Diff. Eqns. 248 (1) (2010),
127—150.

[12] J. Andres, M. Kožušńıková, L. Malaguti, Bound sets approach to bound-
ary value problems for vector second-order differential inclusions. Non-
lin. Anal. 71 (1-2) (2009), 28–44.

[13] J. Andres, M. Kožušńıková, L. Malaguti, On the Floquet problem for
second-order Marchaud differential systems. J. Math. Anal. Appl. 351
(2009), 360—372.

[18] J. Andres, L. Malaguti, M. Pavlačková, Strictly localized bounding func-
tions for vector second-order boundary value problems. Nonlin. Anal.
71 (12) (2009), 6019–6028.
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[73] M. Pavlačková, A Scorza-Dragoni approach to Dirichlet problem with
an upper-Carathéodory right-hand side, Topol. Meth. Nonlin. Anal.
44 (1) (2014), 239–247.

In the first paper [23], the continuation principle has been developed for
the vector second-order asymptotic multivalued boundary value problems
(see Theorem 2.1). Afterwards, in paper [24], the topological structure of
the solution sets of the studied asymptotic problems has been investigated
by the inverse limit method, and the information about the structure has been
employed, by virtue of the continuation principle from [23], for obtaining an
existence result for nonlinear asymptotic problems.

In the first two mentioned papers [23] and [24], the continuation principle
for asymptotic problems has been developed and applied. In paper [12], the
version of the continuation principle for vector problems on compact interval
has been specified and the appropriate transversality condition for problems
on compact intervals has been stated (see Remark 2.6). In the compact
case, the condition requires that the corresponding problems do not have
solutions on the boundary of the sets of candidate solutions. Since this can
be guaranteed by a bound sets approach, the rest of paper [12] has been
devoted to the bound sets technique (see Proposition 3.1) for the following
second-order vector Floquet boundary value problem

ẍ(t) + A(t)ẋ(t) +B(t)x(t) ∈ F (t, x(t), ẋ(t)), for a.a. t ∈ [0, T ],
x(T ) = Mx(0), ẋ(T ) = Nẋ(0),

}
(50)

where

• A,B : [0, T ]→ Rn×n are measurable matrix functions such that |A(t)| ≤
a(t) and |B(t)| ≤ b(t), for all t ∈ [0, T ] and suitable integrable functions
a, b : [0, T ]→ [0,∞),

• M and N are n× n matrices, M is non-singular,

• F : [0, T ] × Rn × Rn ( Rn is an upper-Carathéodory multivalued
mapping.

The bound sets approach has been in [12] combined with the continuation
principle and the existence and the localization result has been obtained
in this way. Let us note that since the right-hand side of the considered
problem has been an upper-Carathéodory multivalued mapping, the related
conditions guaranteeing the existence of a bound set have not been strictly
localized on the boundary of the bound set but put at some vicinity of it.
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This imperfection has been removed in paper [13], where the conditions
ensuring the existence of a bound set have been localized directly on the
boundary of the bound set (see Theorem 3.1). This has been possible since
the right-hand side has been considered more regular; the Floquet problem
with an upper semicontinuous r.h.s. has been studied there.

Combining previous result with Scorza-Dragoni type technique allowed
to impose related conditions strictly on the boundaries of bound sets also in
the case of Floquet problem with less regular upper-Carathéodory r.h.s. in
[18] (see Theorem 3.2). The combination of Scorza-Dragoni approach with
the bound sets technique has been applied also for the Dirichlet problem with
upper-Carathéodory r.h.s. in [73].

4.2 Non-impulsive boundary value problems for second-
order differential inclusions on compact intervals
in abstract spaces

Papers dealing with this topic are the following:

[14] J. Andres, L. Malaguti, M. Pavlačková, A Scorza-Dragoni approach to
second-order boundary value problems in abstract spaces. Appl. Math.
Inf. Sci. 6 (2) (2012), 177–192.

[15] J. Andres, L. Malaguti, M. Pavlačková, Dirichlet problem in Banach
spaces: the bound sets approach. Bound Value Probl 2013, 25 (2013).
https://doi.org/10.1186/1687-2770-2013-25

[16] J. Andres, L. Malaguti, M. Pavlačková, On second-order boundary
value problems in Banach spaces: a bound sets approach. Topol. Meth.
Nonlin. Anal. 37 (2) (2011), 303–341.

[17] J. Andres, L. Malaguti, M. Pavlačková, Scorza-Dragoni approach to
Dirichlet problem in Banach spaces. Bound Value Probl 2014, 23
(2014). https://doi.org/10.1186/1687-2770-2014-23

The papers [12], [13], [18], [23], [24], and [73] have dealt with the bound-
ary value problems in Rn. Besides this, we have been also studying the
problems in abstract spaces. In [16], the existence and localization of strong
(Carathéodory) solutions has been obtained for the second-order Floquet
problem in a Banach space, i.e. for the problem
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ẍ(t) + A(t)ẋ(t) +B(t)x(t) ∈ F (t, x(t), ẋ(t)), for a.a. t ∈ [0, T ],
x(T ) = Mx(0), ẋ(T ) = Nẋ(0),

}
(51)

where

• E is a Banach space satisfying the Radon-Nikodym property,

• A,B : [0, T ]→ L(E) are Bochner integrable,

• F : [0, T ]×E×E ( E is an upper-Carathéodory multivalued mapping,

• M, N ∈ L(E).

The result in [16] has been obtained by combination of continuation prin-
ciple in abstract spaces (see Theorem 2.2) and bounding functions approach
(see Proposition 3.3). The main theorem for upper-Carathéodory inclusions
has been in [16] separately improved for Marchaud inclusions (see Theorem
3.5).

Using the Scorza-Dragoni approach, the results from [16] has been sub-
sequently improved in [14], where the existence and localization of strong
solutions of the second-order Floquet boundary value problems for upper-
Carathéodory differential inclusions in Banach spaces has been obtained by
strictly localized bounding functions (see Theorem 3.6).

The Dirichlet problem in abstract spaces, i.e. the problem

ẍ(t) ∈ F (t, x(t), ẋ(t)), for a.a. t ∈ [0, T ],
x(0) = x(T ) = 0,

}
(52)

where

• E is a Banach space satisfying the Radon-Nikodym property,

• F : [0, T ]×E×E ( E is an upper-Carathéodory mapping or a globally
upper semicontinuous mapping with compact, convex values,

has been studied by the combination of the continuation principle in ab-
stract spaces together with the bounding-functions approach and the Scorza-
Dragoni technique in [15] and [17]. Moreover, the main existence and local-
ization result has been in [17] applied to a partial integro-differential equation
involving possible discontinuities in state variables.
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4.3 Impulsive boundary value problems for vector second-
order differential inclusions on compact intervals

Papers dealing with this topic are the following:

[74] M. Pavlačková, V. Taddei, A bounding function approach to impulsive
Dirichlet problem with an upper-Carathéodory right-hand side. Elec. J.
Diff. Eqns 12 (2019), 1–18.

[75] M. Pavlačková, V. Taddei, On the impulsive Dirichlet problem for
second-order differential inclusions, El. J. Qual. Th. Diff. Eqns 13
(2020), 1–22. https://doi.org/10.14232/ejqtde.2020.1.13

All up to now mentioned papers have dealt with the non-impulsive problems.
Recently, we have started to develop the bound sets technique also for the
Dirichlet impulsive problem

ẍ(t) ∈ F (t, x(t), ẋ(t)), for a.a. t ∈ [0, T ],
x(T ) = x(0) = 0,

x(t+i ) = Aix(ti), i = 1, . . . , p,
ẋ(t+i ) = Biẋ(ti), i = 1, . . . , p,

 (53)

where

• F : [0, T ] × Rn × Rn ( Rn is an upper-Carathéodory or a globally
upper semicontinuous multivalued mapping,

• 0 = t0 < t1 < . . . < tp < tp+1 = T, p ∈ N,

• Ai, Bi, i = 1, . . . , p, are real n× n matrices.

• x(a+) = lim
t→a+

x(t).

In [74], the existence and localization result for a vector impulsive Dirich-
let problem with multivalued upper-Carathéodory right-hand side has been
obtained by combining the continuation principle for impulsive problems (see
Proposition 2.1) with a bound sets technique (see Proposition 3.1). The main
theorem has been in [74] illustrated by an application to the forced pendulum
equation with viscous damping term and dry friction coefficient.

The most recent paper [75] has been devoted to a vector impulsive Dirich-
let problem with multivalued upper-Carathéodory or globally upper semicon-
tinuous right-hand side. Its advantage in comparison with the previous paper

36



[74] lies in the usage of strictly localized bounding functions (see Theorem
3.3 and Theorem 3.4).

As for further research, we have started recently together with Italian col-
leagues to study also different types of boundary conditions in the impulsive
problem (53). Moreover, we are also planing to developed the bound sets
theory for impulsive problems in abstract spaces in the future.
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[8] J. Andres, G. Gabor, L. Górniewicz, Acyclicity of solution sets to func-
tional inclusions. Nonlin. Anal., T.M.A. 49 (2002), 671–688.
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[11] J. Andres, L. Górniewicz, Topological Fixed Point Principles for Bound-
ary Value Problems. Topological Fixed Point Theory and Its Applica-
tions, Kluwer, Dordrecht, 2003.

38
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problems in Banach spaces: a bound sets approach. Topol. Meth. Nonlin.
Anal. 37 (2) (2011), 303–341.

[17] J. Andres, L. Malaguti, M. Pavlačková, Scorza-Dragoni approach to
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subsets of Fréchet spaces. Appl. Anal. 85 (2006), 503–515.

[72] M. Palmucci, F. Papalini, Periodic and boundary value problems for
second order differential inclusions. J. of Applied Math. and Stoch. Anal.
14 (2001), 161–182.
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1. Introduction

Asymptotic boundary value problems (b.v.p.s) for second-order differential equations, inclusions and systems, occur
naturally in many applications. Among the most popular asymptotic problems are those related to the following equations:

ẍ = sh x (Boltzmann–Poisson),
√
tẍ =
√

x3 (Thomas–Fermi),
ϕ(t)ẍ = xβ (Emden–Fowler).

Some further applications concern, for instance, population genetics, combustion models, power law fluids, unsteady flows
of gas through semi-infinite porous media etc.
An investigation of linear oscillators with weak interactions leads to vector second-order systems. If the friction

(damping) is not viscous, but dry (i.e. when the isotropic Coulomb’s law holds), then the mathematical model can be
described by the system

ẍ+ A sgn ẋ+ Bx = P(t), x ∈ Rn,
where A, B are regular (n× n)-matrices and P is a locally Lebesgue integrable vector forcing term. Because of discontinuity
at y = 0 in sgn y,we can only consider Filippov solutions which can be identified as Carathéodory solutions of the inclusion

ẍ+ Bx ∈ P(t)− A Sgn ẋ, x ∈ Rn,
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where

Sgn y :=

{
−1, for y < 0,
[−1, 1], for y = 0,
1, for y > 0.

Another stimulation comes from asymptotic control problems

ẍ = f (t, x, ẋ, u), t ∈ [t0,∞), u ∈ U,
x ∈ S,

}
where S is a suitable constraint (e.g. asymptotic boundary conditions) and u ∈ U are control parameters such that u(t) ∈ Rn,
for all t ≥ t0. Defining the multivalued mapping F(t, x, y) := {f (t, x, y, u)}u∈U , solutions of the original problem coincide
with those of

ẍ ∈ F(t, x, ẋ),
x ∈ S.

}
Systems like twomodels described above will be the objects of our investigation in this paper. By their solutions, we shall

always understand functions x : I → Rn belonging to AC1loc(I,R
n), where I is a real (possibly noncompact) interval. For

further practical motivations, see, for example, [1,2].
Although boundary value problems for second-order vector systems have been systematically studied since the 70’s,

there are only a few papers devoted to asymptotic ones (see, e.g., [3–9], and the references therein). There are essentially
two ways to attack asymptotic b.v.p.s: (a) sequentially which concerns mainly bounded solutions or (b) directly which is
associated withmultivalued operators in Fréchet spaces. The difficulties related to first-order asymptotic problems (cf. [10–
17]) are, in principle, of the same sort as for second-order problems. We can simply say that degree arguments in Fréchet
spaces are always very delicate (cf. [18–20,12,21,16,17,22]).
The main purpose of the present paper is to verify the localization of solutions in given sets by means of a continuation

principle in Fréchet spaces. General methods are developed in Section 3. The main existence and localization results are
formulated in Section 4, where two illustrating examples are also supplied. Finally, we add one concluding remark.

2. Preliminaries

In the entire text, all spaces are at leastmetric. Our problems under consideration naturally lead to the notion of a Fréchet
space. Let us recall that by a Fréchet space, we mean a complete (metrizable) locally convex vector space. Its topology can be
generated by a countable family of seminorms or by a metric (see, e.g., [13, Chapter I.1]). Nevertheless, a topology of non-
normable Fréchet spaces brings some problems. For instance, a contractivity of a given operator with respect to a metric
need not follow from a contractivity with respect to each seminorm (for the related counter-example, see [13, Example
II.2.12]). Other difficulties related to Fréchet spaces concern bounded subsets of non-normable Fréchet spaces which always
have empty interiors. Formore details concerning Fréchet spaces see, e.g., [20,12,13,16,17]. Let us note that if a Fréchet space
is normable, then it becomes a Banach space. Fréchet spaces in our considerations belowwill be, in particular, the following:
• the space C(I,Rn) of continuous functions x : I → Rn with the family of seminorms pi(q) : C(I,Rn)→ R defined by

pi(q) := max
t∈Ki
|q(t)|,

where {Ki} is a sequence of compact subintervals of I such that
∞⋃
i=1

Ki = I, (1)

Ki ⊂ Ki+1, for all i ∈ N, (2)
• the space C1(I,Rn) of smooth functions x : I → Rn with the system of seminorms p∗i (q) : C

1(I,Rn)→ R defined by

p∗i (q) := maxt∈Ki
|q(t)| +max

t∈Ki
|q̇(t)|,

where {Ki} is a sequence of compact subintervals of I satisfying (1) and (2),
• the space AC1loc(I,R

n) of functions x : I → Rn with locally absolutely continuous first derivatives endowed with the
family of seminorms p+i (q) : AC

1
loc(I,R

n)→ R defined by

p+i (q) := maxt∈Ki
|q(t)| +max

t∈Ki
|q̇(t)| +

∫
Ki
|q̈(t)| dt,

where {Ki} is a sequence of compact subintervals of I satisfying (1) and (2).

The topologies in Fréchet spaces mentioned above can be generated by the metrics

d(x, y) :=
∞∑
i=1

1
2i
·
pi(x− y)
1+ pi(x− y)

(3)
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or

d(x, y)∗ :=
∞∑
i=1

1
2i
·
p∗i (x− y)
1+ p∗i (x− y)

(4)

or

d(x, y)+ :=
∞∑
i=1

1
2i
·
p+i (x− y)
1+ p+i (x− y)

, (5)

respectively.

Lemma 2.1. If I ⊂ R is arbitrary, then any subset A ⊂ C(I,Rn) or A ⊂ C1(I,Rn) or A ⊂ AC1loc(I,R
n) is bounded with respect

to the metric defined by (3) or (4) or (5), respectively.

Proof. For any f , g ∈ A ⊂ C(I,Rn), it holds that

d(f , g) =
∞∑
i=1

1
2i
·
pi(f − g)
1+ pi(f − g)

≤

∞∑
i=1

1
2i
≤ 1.

Quite analogous estimates can be obtained for f , g ∈ A ⊂ C1(I,Rn) or f , g ∈ A ⊂ AC1loc(I,R
n). �

We also recall some geometric notions of subsets of metric spaces. If (X, d) is an arbitrary space and A ⊂ X, by Int(A), A
and ∂Awe mean the interior, the closure and the boundary of A, respectively. For a subset A ⊂ X and ε > 0,we define the
set Nε(A) := {x ∈ X | ∃a ∈ A : d(x, a) < ε}, i.e. Nε(A) is an open neighborhood of the set A in X . A subset A ⊂ X is called a
retract of X if there exists a retraction r : X → A, i.e. a continuous function satisfying r(x) = x, for every x ∈ A. Similarly, A
is called a neighborhood retract of X if there exists an open subset U ⊂ X such that A ⊂ U and A is a retract of U .
Wesay that a nonempty subset A of a space X is contractible if there exist a point x0 ∈ A and a homotopy h : A×[0, 1] → A

such that h(x, 0) = x and h(x, 1) = x0, for every x ∈ A. A nonempty set A ⊂ X is called an Rδ-set if there exists a decreasing
sequence {An}∞n=1 of compact, contractible sets such that

A =
∞⋂
n=1

An.

Note that any Rδ-set is nonempty, compact and connected and that any convex compact set is obviously an Rδ-set.
A nonempty, compact subset A of a space X is called∞-proximally connected if, for every ε > 0, there exists δ = δ(ε) > 0

such that, for every n ∈ N and for any map g : ∂1n → Nδ(A), there exits a map g̃ : 1n → Nε(A) such that g(x) = g̃(x), for
every x ∈ ∂1n, where ∂1n := {x ∈ Rn+1 | |x| = 1} and 1n := {x ∈ Rn+1 | |x| ≤ 1}. On neighborhood retracts of Fréchet
spaces, the notions of∞-proximally connected sets and Rδ-sets coincide. For more details about the above subsets of metric
spaces, see, e.g., [13,23].
We also employ the following definitions and statements from the multivalued analysis in the sequel. Let X and Y be

arbitrary metric spaces. We say that F is a multivalued mapping from X to Y (written F : X ( Y ) if, for every x ∈ X, a
nonempty subset F(x) of Y is prescribed. We associate with F its graph ΓF , the subset of X × Y , defined by

ΓF := {(x, y) ∈ X × Y | y ∈ F(x)}.

A multivalued mapping F : X ( Y is called upper semicontinuous (shortly, u.s.c.) if, for each open U ⊂ Y , the set
{x ∈ X | F(x) ⊂ U} is open in X . Every upper semicontinuous map with closed values has a closed graph.
The reverse relation betweenupper semicontinuousmappings and thosewith closed graphs is expressed by the following

proposition.

Proposition 2.1 (cf., e.g., [13,23]). Let X,Y be metric spaces and F : X ( Y be a multivalued mapping with the closed graph such
that F(X) ⊂ K , where K is a compact set. Then F is u.s.c.

A multivalued mapping F : X ( Y is called compact if the set F(X) =
⋃
x∈X F(x) is contained in a compact subset of Y

and it is called closed if F(B) is closed in Y , for every closed subset B of X . We say that a multivalued mapping F : X ( Y is
an Rδ-mapping if it is a u.s.c. mapping with Rδ-values.
We say that a multivalued map ϕ : X ( Y is a J-mapping (written, ϕ ∈ J(X, Y )) if it is a u.s.c. mapping and ϕ(x) is

∞-proximally connected, for every x ∈ X . If the space Y is a neighborhood retract of a Fréchet space, then ϕ ∈ J(X, Y ),
provided ϕ is an Rδ-mapping, as already mentioned (cf. [13,23]).
Let Y be a separable metric space and (Ω,U, ν) be a measurable space, i.e. a nonempty set Ω equipped with a suitable

σ -algebraU of its subsets and a countably additivemeasure ν onU. Amultivaluedmapping F : Ω ( Y is calledmeasurable
if {ω ∈ Ω | F(ω) ⊂ V } ∈ U, for each open set V ⊂ Y .
We say that mapping F : I × Rm ( Rn, where I ⊂ R, is an upper-Carathéodory mapping if the map F(·, x) : I ( Rn is

measurable on every compact subinterval of I , for all x ∈ Rm, the map F(t, ·) : Rm ( Rn is u.s.c., for almost all (a.a.) t ∈ I ,
and the set F(t, x) is compact and convex, for all (t, x) ∈ I × Rm.
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Proposition 2.2 (cf., e.g., [24]). Let F : [0, a] × Rm ( Rn be an upper-Carathéodory mapping satisfying |y| ≤ r(t)(1 + |x|),
for every (t, x) ∈ [0, a] × Rm, and every y ∈ F(t, x), where r : [0, a] → [0,∞) is an integrable function. Then the composition
F(t, q(t)) admits, for every q ∈ C([0, a],Rm), a single-valued measurable selection.

If X ∩ Y 6= ∅ and F : X ( Y , then a point x ∈ X ∩ Y is called a fixed point of F if x ∈ F(x). The set of all fixed points of F
will be denoted by Fix(F), i.e.

Fix(F) := {x ∈ X | x ∈ F(x)}.
Assume that X is a retract of a Fréchet space E and D is an open subset of X . Let G ∈ J(D, E) be locally compact, let Fix(G)

be compact and let the following condition hold:
∀x ∈ Fix(G) ∃ a set Ux open in D, x ∈ Ux, such that G(Ux) ⊂ X . (6)

The class of locally compact J-mappings from D to E with a compact fixed point set and satisfying (6) will be denoted by
JA(D, E).
We say that G1,G2 ∈ JA(D, E) are homotopic in JA(D, E) if

1. there exists a homotopy H ∈ J(D× [0, 1], E) such that H(·, 0) = G1 and H(·, 1) = G2,
2. for every x ∈ D, there exists an open neighborhood Vx of x in D such that H|Vx×[0,1] is a compact mapping,
3. for every x ∈ D and every t ∈ [0, 1], the following condition holds:

If x ∈ H(x, t), then there exists a set Ux open in D, x ∈ Ux, such that H(Ux × [0, 1]) ⊂ X . (7)

Remark 2.1. Note that condition (7) is equivalent to the following one:

If {xj}∞j=1 ⊂ D converges to x ∈ H(x, t), for some t ∈ [0, 1], then H({xj} × [0, 1]) ⊂ X, for j sufficiently large. (8)

Remark 2.2. If E = X is a Banach space, then condition (7) can be reduced to

Fix(H) ∩ ∂D = ∅,

for all t ∈ [0, 1],where Fix(H) := {x ∈ D | x ∈ H(x, t)} (see, e.g., [11]).

The following proposition, which will be applied for the existence of a solution of the b.v.p., immediately follows from a
result in [12,13].

Proposition 2.3. Let X be a retract of a Fréchet space E,D be an open subset of X and H be a homotopy in JA(D, E) such that
(i) H(·, 0)(D) ⊂ X,
(ii) there exists H0 ∈ J(X) such that H0|D = H(·, 0), H0 is compact and

Fix(H0) ∩ (X \ D) = ∅.

Then there exists x ∈ D such that x ∈ H(x, 1).

As a direct consequence of Proposition 2.3, we obtain the following result.

Corollary 2.1. Let X be a retract of a Fréchet space E,H be a homotopy in JA(X, E) such that H(x, 0) ⊂ X, for every x ∈ X, and
H(·, 0) be compact. Then H(·, 1) has a fixed point.

It will be also convenient to recall the following results.

Lemma 2.2 (cf. [25, Theorem 0.3.4]). Let [a, b] ⊂ R be a compact interval. Assume that the sequence of absolutely continuous
functions xk : [a, b] → Rn satisfies the following conditions:
(i) the set {xk(t) | k ∈ N} is bounded, for every t ∈ [a, b],
(ii) there exists a function α : [a, b] → R, integrable in the sense of Lebesgue, such that

|ẋk(t)| ≤ α(t), for a.a. t ∈ [a, b] and for all k ∈ N.

Then there exists a subsequence of {xk} (for the sake of simplicity denoted in the same way as the sequence) converging to an
absolutely continuous function x : [a, b] → Rn in the following way:
1. {xk} converges uniformly to x,
2. {ẋk} converges weakly in L1([a, b],Rn) to ẋ.

The following lemma is a slight modification of the well-known result.

Lemma 2.3 (cf. [26, p. 88]). Let [a, b] ⊂ R be a compact interval, E1, E2 be Euclidean spaces and F : [a, b] × E1 ( E2 be an
upper-Carathéodory mapping.
Assume, in addition, that for every nonempty, bounded set B ⊂ E1, there exists ν = ν(B) ∈ L1([a, b], [0,∞)) such that

|F(t, x)| ≤ ν(t),

for a.a. t ∈ [a, b] and every x ∈ B.



1466 J. Andres, M. Pavlačková / Nonlinear Analysis 71 (2009) 1462–1473

Let us define the Nemytskiǐ operator NF : C([a, b], E1)( L1([a, b], E2) in the following way:

NF (x) := {f ∈ L1([a, b], E2) | f (t) ∈ F(t, x(t)), a.e. on [a, b]},

for every x ∈ C([a, b], E1). Then, if sequences {xi} ⊂ C([a, b], E1) and {fi} ⊂ L1([a, b], E2), fi ∈ NF (xi), i ∈ N, are such that
xi → x in C([a, b], E1) and fi → f weakly in L1([a, b], E2), then f ∈ NF (x).

3. General methods

In this section, we consider the second-order b.v.p.

ẍ(t) ∈ F(t, x(t), ẋ(t)), for a.a. t ∈ I,
x ∈ S,

}
(9)

where I is a given (possibly noncompact) real interval, F : I × Rn × Rn ( Rn is an upper-Carathéodory mapping and
S ⊂ AC1loc(I,R

n).
For the main result of this section (cf. Theorem 3.1), the following proposition is crucial.

Proposition 3.1. Let H : I × Rn × Rn × Rn × Rn ( Rn be an upper-Carathéodory map and assume that
(i) there exists a subset Q of C1(I,Rn) such that, for any q ∈ Q , the set T (q) of all solutions of the b.v.p.

ẍ(t) ∈ H(t, x(t), ẋ(t), q(t), q̇(t)), for a.a. t ∈ I,
x ∈ S

}
(10)

is nonempty,
(ii) there exist a point t0 ∈ I and constants M0 ≥ 0, M1 ≥ 0 such that |x(t0)| ≤ M0 and |ẋ(t0)| ≤ M1, for any x ∈ T (Q ),
(iii) there exists a nonnegative, locally integrable function α : I → R such that

|H(t, x(t), ẋ(t), q(t), q̇(t))| ≤ α(t)(1+ |x(t)| + |ẋ(t)|),

a.e. in I, for any (q, x) ∈ ΓT .
Then T (Q ) is a relatively compact subset of C1(I,Rn). Moreover, the solution operator T : Q ( S is u.s.c. with compact values
if and only if the following condition is satisfied:
(iv) for each sequence {qk, xk} ⊂ ΓT satisfying {(qk, q̇k, xk)} → (q, q̇, x) uniformly on compact intervals, where q ∈ Q , it holds

that x ∈ S.

Proof. Let t, t0 ∈ I be arbitrary. We begin by showing the integral form of a solution of the inclusion

ẍ(t) ∈ H(t, x(t), ẋ(t), q(t), q̇(t)). (11)

Integrating (11) in the sense of Aumann (see, e.g., [27]), we obtain

ẋ(t)− ẋ(t0) ∈
∫ t

t0
H(s, x(s), ẋ(s), q(s), q̇(s)) ds, (12)

and consequently

x(t)− ẋ(t0) · (t − t0)− x(t0) ∈
∫ t

t0

∫ s

t0
H(τ , x(τ ), ẋ(τ ), q(τ ), q̇(τ )) dτds. (13)

Moreover, integrating (13) by parts, we get

x(t)− ẋ(t0) · (t − t0)− x(t0) ∈
[
s
∫ s

t0
H(τ , x(τ ), ẋ(τ ), q(τ ), q̇(τ ))dτ

]t
t0

−

∫ t

t0
sH(s, x(s), ẋ(s), q(s), q̇(s))ds

and, therefore,

x(t) ∈ x(t0)+ ẋ(t0) · (t − t0)+
∫ t

t0
(t − s) · H(s, x(s), ẋ(s), q(s), q̇(s)) ds (14)

is the integral form of a solution of the inclusion (11).
It follows from the well-known Arzelà–Ascoli lemma that the set T (Q ) is relatively compact if and only if it is bounded,

and functions in T (Q ) as well as their first derivatives are equicontinuous. The set T (Q ) is bounded in C1(I,Rn)with respect
to the metric defined by (4), according to Lemma 2.1. Hence, for the relative compactness of T (Q ), it is sufficient to show
that all elements of T (Q ) and their first derivatives are equicontinuous.
Nevertheless, it will be also convenient to have explicit estimates of solutions of (11) and their derivatives w.r.t. each

seminorm in C1(I,Rn). Let x ∈ T (Q ) be arbitrary, t0 ∈ I be such that |x(t0)| ≤ M0 and |ẋ(t0)| ≤ M1, for all x ∈ T (Q ),
and [t1, t2] ⊂ I be an arbitrary compact interval such that t0 ∈ [t1, t2]. Then, according to (12) and (14), and (iii), we have,
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for a.a. t ∈ [t1, t2],

|x(t)| + |ẋ(t)| ≤ |x(t0)| + |ẋ(t0)| · |t − t0| +
∣∣∣∣∫ t

t0
|t − s| · |H(s, x(s), ẋ(s), q(s), q̇(s))| ds

∣∣∣∣+ |ẋ(t0)|
+

∣∣∣∣∫ t

t0
|H(s, x(s), ẋ(s), q(s), q̇(s))| ds

∣∣∣∣
≤ M0 +M1 · |t − t0| + |t − t0| ·

∣∣∣∣∫ t

t0
α(s)(1+ |x(s)| + |ẋ(s)|) ds

∣∣∣∣+M1
+

∣∣∣∣∫ t

t0
α(s)(1+ |x(s)| + |ẋ(s)|) ds

∣∣∣∣
≤ M0 +M1 · [1+ |t2 − t1|] + [1+ |t2 − t1|]

∫ t

t1
α(s)(1+ |x(s)| + |ẋ(s)|)ds

≤ M0 +M1 · [1+ |t2 − t1|] + [1+ |t2 − t1|]
∫ t2

t1
α(s) ds+ [1+ |t2 − t1|]

∫ t

t1
α(s)(|x(s)| + |ẋ(s)|) ds.

By the Gronwall lemma (cf. [28]), we obtain

|x(t)| + |ẋ(t)| ≤ K[t1,t2] e
[1+|t2−t1|]

∫ t
t1
α(s) ds

≤ K[t1,t2] e
[1+|t2−t1|]

∫ t2
t1
α(s) ds

, (15)

where

K[t1,t2] := M0 + [1+ |t2 − t1|]
{
M1 +

∫ t2

t1
α(s) ds

}
.

Since [t1, t2] ⊂ I is arbitrary, it immediately follows from the estimate (15) that T (Q ) is bounded in each seminorm.
Now, let us check the equicontinuity w.r.t. the family of seminorms of all elements of T (Q ) and their first derivatives, as

mentioned above. Let x ∈ T (Q ) be arbitrary, let t0 ∈ I be such that |x(t0)| ≤ M0 and |ẋ(t0)| ≤ M1, for all x ∈ T (Q ), and let
t1, t2 ∈ I be arbitrary. Then, according to the integral representation (14), we obtain

|x(t1)− x(t2)| ≤ |ẋ(t0)| · |t1 − t2|

+

∣∣∣∣∫ t1

t0
(t1 − s) · H(s, x(s), ẋ(s), q(s), q̇(s)) ds−

∫ t2

t0
(t2 − s) · H(s, x(s), ẋ(s), q(s), q̇(s)) ds

∣∣∣∣
= |ẋ(t0)| · |t1 − t2|

+

∣∣∣∣∫ t1

t0
(t1 − s)· H(s, x(s), ẋ(s), q(s), q̇(s)) ds−

∫ t1

t0
(t2 − s) · H(s, x(s), ẋ(s), q(s), q̇(s)) ds

+

∫ t1

t0
(t2 − s) · H(s, x(s), ẋ(s), q(s), q̇(s)) ds−

∫ t2

t0
(t2 − s) · H(s, x(s), ẋ(s), q(s), q̇(s)) ds

∣∣∣∣
≤ |ẋ(t0)| · |t1 − t2|

+

∣∣∣∣∫ t1

t0
(t1 − t2) · H(s, x(s), ẋ(s), q(s), q̇(s)) ds

∣∣∣∣+ ∣∣∣∣∫ t2

t1
(t2 − s) · H(s, x(s), ẋ(s), q(s), q̇(s)) ds

∣∣∣∣
≤ |ẋ(t0)| · |t1 − t2|

+

∣∣∣∣∫ t1

t0
|t1 − t2| · |H(s, x(s), ẋ(s), q(s), q̇(s))| ds

∣∣∣∣+ ∣∣∣∣∫ t2

t1
|t2 − s| · |H(s, x(s), ẋ(s), q(s), q̇(s))| ds

∣∣∣∣
≤ M1 · |t1 − t2| +

∣∣∣∣∫ t1

t0
|t1 − t2| · α(s)(1+ |x(s)| + |ẋ(s)|) ds

∣∣∣∣
+

∣∣∣∣∫ t2

t1
|t2 − s| · α(s)(1+ |x(s)| + |ẋ(s)|) ds

∣∣∣∣
≤ M1 · |t1 − t2| +

∣∣∣∣∫ t1

t0
|t1 − t2| · α(s)

(
1+ K[min{t0,t1}, max{t0,t1}] e

[1+|t1−t0|]·
∣∣∣∫ t1t0 α(τ) dτ ∣∣∣) ds∣∣∣∣

+

∣∣∣∣∫ t2

t1
|t2 − s| · α(s)

(
1+ K[min{t1,t2}, max{t1,t2}] e

[1+|t2−t1|]·
∣∣∣∫ t2t1 α(τ) dτ ∣∣∣) ds∣∣∣∣ . (16)
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Moreover, according to (12) and (iii), we have

|ẋ(t1)− ẋ(t2)| ≤
∣∣∣∣∫ t1

t0
H(s, x(s), ẋ(s), q(s), q̇(s)) ds−

∫ t2

t0
H(s, x(s), ẋ(s), q(s), q̇(s)) ds

∣∣∣∣
≤

∣∣∣∣∫ t2

t1
|H(s, x(s), ẋ(s), q(s), q̇(s))| ds

∣∣∣∣ ≤ ∣∣∣∣∫ t2

t1
α(s)(1+ |x(s)| + |ẋ(s)|) ds

∣∣∣∣ .
≤

∣∣∣∣∫ t2

t1
α(s)

(
1+ K[min{t1,t2}, max{t1,t2}] e

[1+|t2−t1|]·
∣∣∣∫ t2t1 α(τ) dτ ∣∣∣) ds∣∣∣∣ . (17)

Taking into account estimates (16) and (17), x and ẋ are equicontinuous, for each x ∈ T (Q ), because α(·) ∈ L1loc(I,R).
Thus, T (Q ) is relatively compact.
Now, we show that the graph ΓT of the operator T is closed. Let {(qk, xk)} ⊂ ΓT be such that {(qk, q̇k, xk)} → (q, q̇, x),

uniformly on compact intervals. Let [t1, t2] ⊂ I be an arbitrary compact interval such that t0 ∈ [t1, t2]. According to (12)
and (iii), we have, for a.a. t ∈ [t1, t2] and all k ∈ N,

|ẋk(t)| ≤ |ẋk(t0)| +
∣∣∣∣∫ t

t0
|H(s, xk(s), ẋk(s), qk(s), q̇k(s))| ds

∣∣∣∣
≤ |ẋk(t0)| +

∣∣∣∣∫ t

t0
α(s)(1+ |x(s)| + |ẋ(s)|) ds

∣∣∣∣ .
Moreover, it follows from condition (iii) that, for each [t1, t2] ⊂ I, there exists a constant L[t1,t2] such that |

∫ t2
t1
α(s) ds| ≤

L[t1,t2]. Therefore, in view of the assumption (ii) and estimate (15), we have, for a.a. t ∈ [t1, t2] and all k ∈ N,

|ẋk(t)| ≤ M1 + L[t1,t2]P[t1,t2], (18)

where

P[t1,t2] := 1+
{
M0 + (1+ |t2 − t1|)

(
M1 + L[t1,t2]

)}
e[1+|t2−t1|]L[t1,t2] .

By condition (iii) and estimates (15) and (18), the sequence {yk := ẋk} satisfies the assumptions of Lemma 2.2. Therefore,
there exists a subsequence of {ẋk}, for the sake of simplicity denoted in the sameway as the sequence, uniformly convergent
to ẋ on [t1, t2] and such that {ẍk} converges weakly to ẍ in L1([t1, t2], Rn).
If we set zk := (xk, yk), then żk = (ẋk, ẏk) = (ẋk, ẍk) → (ẋ, ẍ), weakly in L1([t1, t2], Rn). Let us now consider the

following system

żk(t) ∈ H∗(t, zk(t), qk(t), q̇k(t)), for a.a. t ∈ [t1, t2], (19)

where

żk(t) = (ẋk(t), ẏk(t))

and

H∗(t, zk(t), qk(t), q̇k(t)) = (yk(t),H(t, xk(t), ẋk(t), qk(t), q̇k(t))).

Using Lemma 2.3, for fi := żk, f := (ẋ, ẍ), xi := (zk, qk, q̇k), it follows that

(ẋ(t), ẍ(t)) ∈ H∗(t, x(t), ẋ(t), q(t), q̇(t)),

for a.a. t ∈ [t1, t2], i.e.

ẍ(t) ∈ H(t, x(t), ẋ(t), q(t), q̇(t)), for a.a. t ∈ [t1, t2].

Since [t1, t2] is arbitrary,

ẍ(t) ∈ H(t, x(t), ẋ(t), q(t), q̇(t)), for a.a. t ∈ I.

Condition (iv) implies that x ∈ S, by which ΓT is closed. Moreover, it follows immediately from Proposition 2.1 that the
operator T is u.s.c.
Since T is a compact mapping, T (q) is, for each q ∈ Q , a relatively compact set. Moreover, the operator T has a closed

graph which implies that T (q) is, for each q ∈ Q , closed, and so T has compact values. �

Remark 3.1. The estimate for the solution can sometimes imply the one for its derivative, provided the right-hand side
(r.h.s.) of a given inclusion satisfies suitable growth restrictions. For instance, if the r.h.s. is entirely bounded by a constant,
then the boundedness of derivatives follows directly from the boundedness of solutions bymeans of thewell-known Landau
inequality:

|ẋ(t)| ≤ 2 [|x(t)| |ẍ(t)|]
1
2 .
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As the main result of this section, we are ready to formulate the following theorem.

Theorem 3.1. Let us consider the b.v.p. (9), where I is a given real interval, F : I × Rn × Rn ( Rn is an upper-Carathéodory
mapping and S is a subset of AC1loc(I,R

n).
Let H : I × Rn × Rn × Rn × Rn × [0, 1] ( Rn be an upper-Carathéodory mapping such that

H(t, c, d, c, d, 1) ⊂ F(t, c, d), for all (t, c, d) ∈ I × Rn × Rn. (20)

Assume that

(i) there exists a retract Q of C1(I,Rn) and a closed subset S1 of S such that the associated problem

ẍ(t) ∈ H(t, x(t), ẋ(t), q(t), q̇(t), λ), for a.a. t ∈ I,
x ∈ S1

}
(21)

is solvable with an Rδ-set of solutions, for each (q, λ) ∈ Q × [0, 1],
(ii) there exists a nonnegative, locally integrable function α : I → R such that

|H(t, x(t), ẋ(t), q(t), q̇(t), λ)| ≤ α(t)(1+ |x(t)| + |ẋ(t)|), a.e. in I,

for any (q, λ, x) ∈ ΓT , where T denotes the multivalued map which assigns to any (q, λ) ∈ Q × [0, 1] the set of solutions
of (21),

(iii) T (Q × {0}) ⊂ Q ,
(iv) there exist a point t0 ∈ I and constantsM0 ≥ 0, M1 ≥ 0 such that |x(t0)| ≤ M0 and |ẋ(t0)| ≤ M1, for any x ∈ T (Q×[0, 1]),
(v) if qj, q ∈ Q , qj → q, q ∈ T (q, λ), then there exists j0 ∈ N such that, for every j ≥ j0, θ ∈ [0, 1] and x ∈ T (qj, θ), we
have x ∈ Q .

Then the b.v.p. (9) has a solution in S1 ∩ Q .

Proof. At first, we show that all the assumptions of Proposition 3.1 are satisfied. Conditions (i), (ii) and (iv) in Proposition 3.1
guarantee conditions (i), (ii) and (iii) in Proposition 3.1.
Let {(qk, λk, xk)} ⊂ ΓT , (qk, λk, xk) → (q, λ, x), (q, λ) ∈ Q × [0, 1] be arbitrary. Then, since xk ∈ S1, xk → x and S1

is closed, it holds that x ∈ S1. Therefore, condition (iv) from Proposition 3.1 holds as well. Thus, T : Q × [0, 1] ( S1 is,
according to Proposition 3.1, a compact u.s.c. mapping with compact values.
According to assumption (i), T has Rδ-values, and so it belongs to the class J(Q×[0, 1], C1(I,Rn)).Assumption (v) implies

that T is a homotopy in JA(Q , C1(I,Rn)). FromCorollary 2.1, it follows that there exists a fixed point of T (·, 1) inQ . Moreover,
by the inclusion (20) and since S1 ⊂ S, the fixed point of T (·, 1) is a solution of the original b.v.p. (9). �

Remark 3.2. According to Proposition 3.1, the solution operator T has compact values. Therefore, the condition concerning
Rδ-values in Theorem 3.1 is satisfied if, e.g., T (q, λ) is, for all (q, λ) ∈ Q × [0, 1], convex or contractible.

Remark 3.3. Let us note that in the single-valued case of Carathéodory ordinary differential equations, we can only assume
in Theorem 3.1 (i) that the associated problems are uniquely solvable.

4. Main existence and localization results

Let us consider the b.v.p.

ẍ(t)+ A(t)ẋ(t)+ B(t)x(t) ∈ F(t, x(t), ẋ(t)), for a.a. t ∈ I,
x ∈ S,

}
(22)

where

(i) I ⊂ R,
(ii) A, B ∈ L1loc(I,R

n
× Rn) are such that |A(t)| ≤ a(t) and |B(t)| ≤ b(t), for a.a. t ∈ I and suitable locally integrable

functions a, b : I → [0,∞),
(iii) F : I × Rn × Rn ( Rn is an upper-Carathéodory mapping,
(iv) S is a subset of AC1loc(I,R

n).

If the problems associated to (22) are fully linearized, we obtain the following result.

Theorem 4.1. Let us consider the b.v.p. (22) and assume that

(i) there exists a nonnegative, locally integrable function α : I → R such that

|F(t, q(t), q̇(t))| ≤ α(t), a.e. in I,

for any q ∈ Q , where Q is a retract of C1(I,Rn),
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(ii) there exist a point t0 ∈ I and constantsM0 ≥ 0, M1 ≥ 0 such that |x(t0)| ≤ M0 and |ẋ(t0)| ≤ M1, for any x ∈ T (Q×[0, 1]),
where T denotes the mapping which assigns to each (q, λ) ∈ Q × [0, 1] the set of solutions of fully linearized problems

ẍ(t)+ A(t)ẋ(t)+ B(t)x(t) ∈ λF(t, q(t), q̇(t)), for a.a. t ∈ I,
x ∈ S1,

}
(23)

(iii) S1 is a closed convex subset of S,
(iv) T (q, λ) 6= ∅, for all (q, λ) ∈ Q × [0, 1], and T (Q × {0}) ⊂ Q ,
(v) (‘‘pushing ’’ condition) if qj, q ∈ Q , qj → q, q ∈ T (q, λ), then there exists j0 ∈ N such that, for every j ≥ j0, θ ∈ [0, 1]
and x ∈ T (qj, θ), we have x ∈ Q .

Then the b.v.p. (22) has a solution in S1 ∩ Q .

Proof. Let (q, λ) ∈ Q ×[0, 1], and t0 ∈ I be arbitrary. If x1, x2 are solutions of problem (23), then it follows from the integral
representation of a solution (cf. the proof of Proposition 3.1) that, for a.a. t ∈ I , we have

x1(t) ∈ x1(t0)+ ẋ1(t0) · (t − t0)+
∫ t

t0
(t − s) · [−A(s)x1(s)− B(s)ẋ1(s)+ C(s, q(s), q̇(s), λ)] ds,

x2(t) ∈ x2(t0)+ ẋ2(t0) · (t − t0)+
∫ t

t0
(t − s) · [−A(s)x2(s)− B(s)ẋ2(s)+ C(s, q(s), q̇(s), λ)] ds.

Let θ ∈ [0, 1] be arbitrary. Then

θx1(t)+ (1− θ)x2(t) ∈ θ · x1(t0)+ (1− θ) · x2(t0)+ [θ · ẋ1(t0)+ (1− θ) · ẋ2(t0)] · (t − t0)

+

∫ t

t0
(t − s) · θ · [−A(s)x1(s)− B(s)ẋ1(s)+ C(s, q(s), q̇(s), λ)] ds

+

∫ t

t0
(t − s) · (1− θ) · [−A(s)x2(s)− B(s)ẋ2(s)+ C(s, q(s), q̇(s), λ)] ds

= θ · x1(t0)+ (1− θ) · x2(t0)+ [θ · ẋ1(t0)+ (1− θ) · ẋ2(t0)] · (t − t0)

+

∫ t

t0
(t − s) {−A(s)[θx1(s)+ (1− θ)x2(s)] − B(s)[θ ẋ1(s)+ (1− θ)ẋ2(s)] + C(s, q(s), q̇(s), λ)} ds.

Moreover, because of convexity of S, we obtain that

θx1 + (1− θ)x2 ∈ S,

i.e., for any (q, λ) ∈ Q × [0, 1], the set of solutions of (23) is convex.
Since all assumptions of Theorem 3.1 are satisfied, the problem (22) has a solution in S1 ∩ Q . �

Remark 4.1. If the set Q is convex, then the ‘‘pushing’’ condition (v) of Theorem 4.1 can be replaced by

(v′) if ∂Q × [0, 1] ⊃ {(qj, λj)} converges to (q, λ) ∈ ∂Q × [0, 1], q ∈ T (q, λ), then there exists j0 ∈ N such that, for every
j ≥ j0 and xj ∈ T (qj, λj),we have xj ∈ Q .

Remark 4.2. If the associated problems (23) are uniquely solvable, for each (q, λ) ∈ Q × [0, 1], then, by continuity of T ,
we can reformulate the ‘‘pushing’’ condition (v′) from Remark 4.1 as follows:

(v′′) if {(xj, λj)} is a sequence in S1 × [0, 1], with λj → λ ∈ [0, 1) and xj converging to a solution x ∈ Q of (23), for q = x
and λ = λ, then xj belongs to Q , for j sufficiently large.

As an application of Theorem 4.1, we can give the following nontrivial example, where the ‘‘pushing’’ condition (v′′)will
be employed. It is a vector generalization of an illustrating example briefly indicated in [17].

Example 4.1. Let us consider the second-order b.v.p.

ẍ(t)+ ẋ(t) = F(t, x(t)), for a.a. t ∈ [0,∞),
x(0) = 0,
lim
t→∞

x(t) = 0,

 (24)

where F = (F1, F2, . . . , Fn) : [0,∞)× Rn → Rn is a Carathéodory function satisfying:

1. there exists a constant M > 0 such that, for each x = (x1, x2, . . . , xn) ∈ Rn with |xi| > M, it holds that Fi(t, x) · sgn xi > 0,
for each t ∈ [0,∞),
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2. there exists a constant N > 0 such that if

αK (t) := sup
|x|≤K
|F(t, x)|,

then ∫
∞

0
αK (t) dt ≤ N · K

and

lim
t→∞

αK (t) = 0,

for all K > 0.

At first, let us show that all solutions x(t) = (x1(t), x2(t), . . . , xn(t)) of the b.v.p. (24) must satisfy |xi(t)| ≤ M, for all
t ∈ [0,∞) and all i = 1, . . . , n. Assume by a contradiction that there exist t0 ∈ [0,∞) and i ∈ {1, 2, . . . , n} such that

|xi(t0)| = max
t∈[0,∞)

|xi(t)| > M.

Then ẋi(t0) = 0 and, according to assumption 1,

0 ≥ ẍi(t0) · sgn xi(t0) = Fi(t0, x(t0)) · sgn xi(t0) > 0,

which is a contradiction. Therefore, all possible solutions x(·) = (x1(·), x2(·), . . . , xn(·)) of the b.v.p. (24) satisfy, for all t ∈ [0,∞)
and all i ∈ {1, 2, . . . , n},

|xi(t)| ≤ M,

as claimed.
Let us define a closed, convex set Q in the following way

Q :=
{
q ∈ C1([0,∞),Rn)| ‖q‖ = max

t∈[0,∞)
|q(t)| ≤

√
n(M + 1)

}
and let us consider the associated linear problems

ẍ(t) = H(t, x(t), ẋ(t), q(t), q̇(t), λ), for a.a. t ∈ [0,∞),
x(0) = 0,
lim
t→∞

x(t) = 0,

 (25)

where, for each (q, λ) ∈ Q × [0, 1] and t ∈ [0,∞), the function H : [0,∞)× R4n × [0, 1] → Rn takes the form

H(t, x(t), ẋ(t), q(t), q̇(t), λ) := λF(t, q(t))− ẋ(t).

For each (q, λ) ∈ Q × [0, 1], the b.v.p. (25) has the unique solution x = x(q, λ) given, for a.a. t ∈ [0,∞), by the formula

x(t) = −λ
[∫
∞

t
F(τ , q(τ )) dτ + e−t

(∫ t

0
eτ F(τ , q(τ )) dτ −

∫
∞

0
F(τ , q(τ )) dτ

)]
.

Therefore, for all t ∈ [0,∞),

|x(t)| ≤ (1− e−t)
∫
∞

t
α√n(M+1)(τ ) dτ + e

−t
∫ t

0
(eτ + 1)α√n(M+1)(τ ) dτ := γ (t). (26)

Moreover, γ (0) = 0 and limt→∞ γ (t) = 0. Observe that, for λ = 0 and an arbitrary q ∈ Q , x(t) ≡ 0 is the only solution
of (25).
Furthermore,

|ẋ(t)| =
∣∣∣∣λ(e−t ∫ ∞

0
F(τ , q(τ )) dτ − e−t

∫ t

0
eτ F(τ , q(τ )) dτ

)∣∣∣∣
≤

∣∣∣∣e−t ∫ ∞
0
α√n(M+1)(τ ) dτ + e

−t
∫ t

0
eτα√n(M+1)(τ ) dτ

∣∣∣∣ := γ1(t).
Therefore, all possible solutions of the b.v.p. (25) are located in the set

S1 :=
{
x ∈ C1([0,∞),Rn) | |x(t)| ≤ γ (t), |ẋ(t)| ≤ γ1(t), for all t ∈ [0,∞)

}
.

Since Q and S1 are convex, bounded, closed subsets of C1([0,∞),Rn), it only remains to verify the ‘‘pushing’’ condition (v′′)
from Remark 4.2, in order to apply Theorem 4.1.
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Let {(xj, λj)}∞j=1 ⊂ S1 × [0, 1] be an arbitrary sequence such that λj → λ and xj → xλ, where xλ = (xλ1, x
λ
2, . . . , x

λ
n) is a

solution of the b.v.p.

ẍ(t)+ ẋ(t) = λF(t, x(t)), for a.a. t ∈ [0,∞),
x(0) = 0,
lim
t→∞

x(t) = 0.

 (27)

Since γ (0) = limt→∞ γ (t) = 0, there exist points t0, t1 ∈ [0,∞) such that |xj(t)| ≤ γ (t) ≤
√
n(M + 1), for all

t ∈ [0, t0) ∪ (t1,∞) and j ∈ N. On the other hand, {xj} converges uniformly to xλ, on the compact interval [t0, t1], and an
estimate similar to the one obtained above for the solutions of (24) yields that |xλi (t)| ≤ M, for all t ∈ [0,∞) and i = 1, 2, . . . , n.
Therefore, |xj(t)| ≤

√
n(M + 1), for all t ∈ [t0, t1] and j ∈ N sufficiently large, which implies that xj ∈ Q , for j large enough.

Now, all assumptions of Theorem 4.1 are satisfied, by which problem (24) admits a solution in Q ∩ S1.

Observe that condition (v) in Theorem 4.1 holds if S1 ⊂ Q by which Theorem 4.1 can be simplified in the following way.

Corollary 4.1. Let us consider the b.v.p. (22), where I is a given real interval, F : I × Rn × Rn ( Rn is an upper-Carathéodory
mapping and S is a subset of AC1loc(I,R

n).
Assume that

(i) there exists a retract Q of C1(I,Rn) such that the associated problem

ẍ(t) ∈ F(t, q(t), q̇(t)), for a.a. t ∈ I,
x ∈ S ∩ Q

}
(28)

is solvable, for each q ∈ Q ,
(ii) there exists a nonnegative, locally integrable function α : I → R such that

|F(t, q(t), q̇(t))| ≤ α(t), a.e. in I,

for any (q, x) ∈ ΓT , where T denotes the multivalued map which assigns to any q ∈ Q the set of solutions of (28),
(iii) T (Q ) ⊂ S,
(iv) there exist a point t0 ∈ I and constants M0 ≥ 0, M1 ≥ 0 such that |x(t0)| ≤ M0 and |ẋ(t0)| ≤ M1, for any x ∈ T (Q ).

Then the b.v.p. (22) has a solution in S ∩ Q .

Example 4.2. Let us consider the second-order target problem

ẍ(t) ∈ F(t, x(t)), for a.a. t ∈ [0,∞),
lim
t→∞

x(t) = l,

}
(29)

where F : [0,∞)× R ( R is an upper-Carathéodory mapping and l ∈ Rn.
Moreover, let∫

∞

0
t · αK (t) dt < K − |l|,

for some K > 0, where αK (t) := sup|x|≤K |F(t, x)|.
In order to apply Corollary 4.1, let us define the set Q of candidate solutions as

Q :=
{
q ∈ C1([0,∞),R) | q(t) ≤ K , for all t ∈ [0,∞)

}
,

and let us consider the family of associated problems

ẍ(t) ∈ F(t, q(t)), for a.a. t ∈ [0,∞),
lim
t→∞

x(t) = l.

}
(30)

Let q ∈ Q be arbitrary. Then F(t, q(t)) admits, according to Proposition 2.2, a single-valued selection fq(t), measurable on
every compact subinterval of [0,∞). The problem

ẍ(t) = fq(t), for a.a. t ∈ [0,∞),
lim
t→∞

x(t) = l

}
(31)

admits the unique solution

x(t) = l+
∫
∞

t
(s− t) · fq(s) ds,

which belongs to Q . Therefore, the set of solutions of (30) is a non-empty subset of Q .
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Assumptions (iii) and (iv) in Corollary 4.1 hold aswell, because all solutions of (30) belong, for arbitrary q ∈ Q , to the following
closed, bounded subset of C1([0,∞),Rn, namely{

x ∈ C1([0,∞),Rn) | |x(t)− l| ≤
∫
∞

t
s · αK (s) ds; |ẋ(t)| ≤ t · αK (t), t ∈ [0,∞)

}
.

All assumptions of previous corollary are satisfied, by which the target problem (29) admits a solution in Q .

5. Concluding remarks

Remark 5.1. The parameter setQ of candidate solutions can be taken everywhere, without any loss of generality, as a subset
of AC1loc(I,R

n), where I ⊂ R is either an arbitrary interval or can be specified according to the context. On the other hand,
if Q is only taken as a subset of C(I,Rn), then the solution derivatives can behave in a more liberal way. This can be an
advantage if, for instance, the growth conditions concerning generating multivalued vector fields (r.h.s.) are independent
of derivatives, provided we are exclusively interested in solutions, but not necessarily in their derivatives. Moreover, the
obtained results need not be then available by means of methods developed for equivalent first-order differential systems,
where derivatives are taken into account automatically.
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0022-0396/$ – see front matter © 2009 Elsevier Inc. All rights reserved.
doi:10.1016/j.jde.2009.08.010

http://www.ScienceDirect.com/
http://www.elsevier.com/locate/jde
mailto:andres@inf.upol.cz
mailto:pavlackovam@centrum.cz
http://dx.doi.org/10.1016/j.jde.2009.08.010
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Rδ-sets. The analogous result was obtained for upper-Carathéodory differential inclusions by De Blasi
and Myjak in [13]. For more details, historical remarks and related references, see [4, III.12.2].

Topological structure of solution sets to Cauchy problems on non-compact and, in particular, infi-
nite intervals was studied by various techniques, e.g., in [1,4,9,12,16,21,28,29].

For boundary value problems, the situation is much more delicate and the related results are still
very rare; see, e.g., [4, Chapter III.3], [8,14,24]. So far, topological structure of solution sets was inves-
tigated exclusively (as far as we know, with only one exception [19]) to boundary value problems on
compact intervals. Moreover, because of the counter-examples in [2,16], [4, Example II.2.12], demon-
strating the impossibility of asymptotic analogies to the situation on compact intervals, the main
theorem in [19] might be empty. These troubles are due to an “unpleasant” related topology of non-
normable Fréchet spaces. For instance, a contractivity of a given operator with respect to a metric
need not follow from a contractivity with respect to each seminorm. Moreover, bounded subsets of
non-normable Fréchet spaces have always empty interiors, etc.

Despite these difficulties, there is a chance to obtain some results for at least particular asymptotic
problems like Kneser-type (Thomas–Fermi) problems. The key tool is for us the inverse limit method,
sometimes also called the projective limit (see, e.g., [2–4,9,15,18,25]). We elaborated this technique
for the needs of multivalued analysis in [1,2], [4, Chapter II.2]. We believe that this approach can
bring further impulses in the field reflected in the title.

2. Preliminaries

At first, we recall some geometric notions of subsets of metric spaces, in particular, of retracts. For
more details, see, e.g., [4,10,17].

For a subset A ⊂ X of a metric space X = (X,d) and ε > 0, we define the set Nε(A) := {x ∈ X |
∃a ∈ A: d(x,a) < ε}, i.e. Nε(A) is an open neighborhood of the set A in X . A subset A ⊂ X is called
a retract of X if there exists a retraction r : X → A, i.e. a continuous function satisfying r(x) = x, for
every x ∈ A.

We say that a metric space X is an absolute retract (AR-space) if, for each metric space Y and every
closed A ⊂ Y , each continuous mapping f : A → X is extendable over Y . Let us note that X is an AR-
space if and only if it is a retract of some normed space. Moreover, if X is a retract of a convex set in
a Fréchet space, then it is an AR-space. So, in particular, the spaces C( J ,R

n), C1( J ,R
n), AC1

loc( J ,R
n)

are AR-spaces as well as their convex subsets, where J ⊂ R is an arbitrary interval. The foregoing
symbols denote, as usually, the spaces of functions f : J → R

n which are continuous, smooth and
those with locally absolutely continuous first derivatives, respectively, endowed with the respective
topologies.

We say that a nonempty subset A of a metric space X is contractible if there exist a point x0 ∈ A
and a homotopy h : A × [0,1] → A such that h(x,0) = x and h(x,1) = x0, for every x ∈ A. A nonempty
set A ⊂ X is called an Rδ-set if there exists a decreasing sequence {An}∞n=1 of compact, AR-spaces (or,
despite of the hierarchy (1) below, compact, contractible sets) such that

A =
∞⋂

n=1

An.

Note that any Rδ-set is nonempty, compact and connected. The following hierarchy holds for
nonempty subsets of a metric space:

compact + convex ⊂ compact AR-space ⊂ compact + contractible ⊂ Rδ-set, (1)

and all the above inclusions are proper.
We also employ the following definitions and statements from the multivalued analysis in the

sequel. Let X and Y be arbitrary metric spaces. We say that F is a multivalued mapping from X to Y
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(written F : X � Y ) if, for every x ∈ X , a nonempty subset F (x) of Y is prescribed. We associate with
F its graph ΓF , the subset of X × Y , defined by

ΓF := {(x, y) ∈ X × Y
∣∣ y ∈ F (x)

}
.

A multivalued mapping F : X � Y is called upper semicontinuous (shortly, u.s.c.) if, for each open
U ⊂ Y , the set {x ∈ X | F (x) ⊂ U } is open in X . Every upper semicontinuous map with closed values
has a closed graph.

The reverse relation between upper semicontinuous mappings and those with closed graphs is
expressed in the following proposition.

Proposition 2.1. (Cf., e.g., [4,17].) Let X , Y be metric spaces and F : X � Y be a multivalued mapping with
the closed graph such that F (X) ⊂ K , where K is a compact set. Then F is u.s.c.

A multivalued mapping F : X � X with bounded values is called Lipschitzian if there exists a
constant L > 0 such that

dH
(

F (x), F (y)
)
� L d(x, y),

for every x, y ∈ X , where

dH (A, B) := inf
{

r > 0
∣∣ A ⊂ Nr(B) and B ⊂ Nr(A)

}
stands for the Hausdorff distance; for its properties, see, e.g., [4,17].

We say that a multivalued mapping F : X � X with bounded values is a contraction if it is Lips-
chitzian with a Lipschitz constant L ∈ [0,1).

Let Y be a separable metric space and (Ω, U , ν) be a measurable space, i.e. a nonempty set Ω

equipped with a suitable σ -algebra U of its subsets and a countably additive measure ν on U . A mul-
tivalued mapping F : Ω � Y is called measurable if {ω ∈ Ω | F (ω) ⊂ V } ∈ U , for each open set V ⊂ Y .

We say that mapping F : J × R
m � R

n , where J ⊂ R, is an upper-Carathéodory mapping if the map
F (·, x) : J � R

n is measurable on every compact subinterval of J , for all x ∈ R
m , the map F (t, ·) :

R
m � R

n is u.s.c., for almost all (a.a.) t ∈ J , and the set F (t, x) is compact and convex, for all (t, x) ∈
J × R

m .
We will employ the following selection statement.

Proposition 2.2. (Cf., e.g., [6].) Let F : [a,b] × R
m � R

n be an upper-Carathéodory mapping satisfying
|y| � r(t)(1 + |x|), for every (t, x) ∈ [a,b] × R

m, and every y ∈ F (t, x), where r : [a,b] → [0,∞) is an
integrable function. Then the composition F (t,q(t)) admits, for every q ∈ C([a,b],R

m), a single-valued mea-
surable selection.

If X ∩ Y 	= ∅ and F : X � Y , then a point x ∈ X ∩ Y is called a fixed-point of F if x ∈ F (x). The set
of all fixed-points of F will be denoted by Fix(F ), i.e.

Fix(F ) := {x ∈ X
∣∣ x ∈ F (x)

}
.

It will be also convenient to recall the following results.

Proposition 2.3. (Cf. [26].) Let X be a closed, convex subset of a Banach space E and let φ : X � X be a
contraction with compact, convex values. Then Fix(φ) is a nonempty, compact AR-space.

Lemma 2.1. (Cf. [7, Theorem 0.3.4].) Let [a,b] ⊂ R be a compact interval. Assume that the sequence of abso-
lutely continuous functions xk : [a,b] → R

n satisfies the following conditions:
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(i) the set {xk(t) | k ∈ N} is bounded, for every t ∈ [a,b],
(ii) there exists a function α : [a,b] → R, integrable in the sense of Lebesgue, such that

∣∣ẋk(t)
∣∣� α(t), for a.a. t ∈ [a,b] and for all k ∈ N.

Then there exists a subsequence of {xk} (for the sake of simplicity denoted in the same way as the sequence)
converging to an absolutely continuous function x : [a,b] → R

n in the following way:

1. {xk} converges uniformly to x,
2. {ẋk} converges weakly in L1([a,b],R

n) to ẋ.

The following lemma is a slight modification of the well-known result.

Lemma 2.2. (Cf. [30, p. 88].) Let [a,b] ⊂ R be a compact interval, E1 , E2 be Euclidean spaces and F : [a,b] ×
E1 � E2 be an upper-Carathéodory mapping.

Assume in addition that, for every nonempty, bounded set B ⊂ E1 , there exists ν = ν(B) ∈ L1([a,b],
[0,∞)) such that

∣∣F (t, x)
∣∣� ν(t),

for a.a. t ∈ [a,b] and every x ∈ B.
Let us define the Nemytskiǐ operator N F : C([a,b], E1) � L1([a,b], E2) in the following way:

N F (x) := { f ∈ L1([a,b], E2
) ∣∣ f (t) ∈ F

(
t, x(t)

)
, a.e. on [a,b]},

for every x ∈ C([a,b], E1). Then, if sequences {xi} ⊂ C([a,b], E1) and { f i} ⊂ L1([a,b], E2), f i ∈ N F (xi), i ∈ N,
are such that xi → x in C([a,b], E1) and fi → f weakly in L1([a,b], E2), then f ∈ N F (x).

3. Topological structure on compact intervals

Before investigating the asymptotic problems, it will be useful to study the topological structure of
related solution sets on compact intervals.

At first, let us consider the problems for fully linearized systems

ẍ(t) + A(t)ẋ(t) + B(t)x(t) ∈ C(t), for a.a. t ∈ [0,m],
x ∈ Sm,

}
(2)

ẍ(t) + A(t)ẋ(t) + B(t)x(t) ∈ C(t), for a.a. t ∈ [0,m],
(x, ẋ) ∈ S ′

m,

}
(3)

where

(i) A, B : [0,m] → R
n×n are integrable matrix functions such that |A(t)| � a(t), |B(t)| � b(t), for a.a.

t ∈ [0,m] and suitable nonnegative functions a,b ∈ L1([0,m],R),
(ii) Sm is a closed, convex subset of AC1([0,m],R

n) (S ′
m is a closed, convex subset of AC1([0,m],

R
n) × AC([0,m],R

n)),
(iii) C : [0,m] � R

n is an integrable mapping with convex closed values such that |C(t)| � c(t), for
a.a. t ∈ [0,m] and a suitable nonnegative function c ∈ L1([0,m],R),

(iv) there exist t0 ∈ [0,m] and constants M0, M1 such that |x(t0)| � M0 and |ẋ(t0)| � M1, for all
solutions of problem (2) (all solutions of problem (3)).
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Lemma 3.1. Under the above assumptions (i)–(iv), the solution set of problem (2) (the set of solutions and their
first derivatives of problem (3)) is convex and compact.

Proof. Let us prove that the set of solutions and their first derivatives of the b.v.p. (3) is convex and
compact. By the similar reasoning, it is possible to obtain that the solution set of problem (2) is
convex and compact as well.

Let us denote by P (t, x(t), ẋ(t)) := C(t) − A(t)ẋ(t) − B(t)x(t). If x1, x2 are solutions of problem (3),
then it follows from the integral representation of a solution and its derivative that, for a.a. t ∈ [0,m],
we have

x1(t) ∈ x1(t0) + ẋ1(t0) · (t − t0) +
t∫

t0

(t − s) · P
(
s, x1(s), ẋ1(s)

)
ds,

x2(t) ∈ x2(t0) + ẋ2(t0) · (t − t0) +
t∫

t0

(t − s) · P
(
s, x2(s), ẋ2(s)

)
ds

and

ẋ1(t) ∈ ẋ1(t0) +
t∫

t0

P
(
s, x1(s), ẋ1(s)

)
ds,

ẋ2(t) ∈ ẋ2(t0) +
t∫

t0

P
(
s, x2(s), ẋ2(s)

)
ds.

Let θ ∈ [0,1] be arbitrary. Then

θx1(t) + (1 − θ)x2(t)

∈ θ · x1(t0) + (1 − θ) · x2(t0) + [θ · ẋ1(t0) + (1 − θ) · ẋ2(t0)
] · (t − t0)

+
t∫

t0

(t − s) · θ · P
(
s, x1(s), ẋ1(s)

)
ds +

t∫
t0

(t − s) · (1 − θ) · P
(
s, x2(s), ẋ2(s)

)
ds

= θ · x1(t0) + (1 − θ) · x2(t0) + [θ · ẋ1(t0) + (1 − θ) · ẋ2(t0)
] · (t − t0)

+
t∫

t0

(t − s) · P
(
s, θx1(s) + (1 − θ)x2(s), θ ẋ1(s) + (1 − θ)ẋ2(s)

)
ds.

Moreover,

θ ẋ1(t) + (1 − θ)ẋ2(t) ∈ θ ẋ1(t0) + (1 − θ)ẋ2(t0)

+
t∫

t

P
(
s, θx1(s) + (1 − θ)x2(s), θ ẋ1(s) + (1 − θ)ẋ2(s)

)
ds.
0
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Finally, because of convexity of S ′
m , we obtain that

(
θx1 + (1 − θ)x2, θ ẋ1 + (1 − θ)ẋ2

) ∈ S ′
m

and, therefore, the set of solutions of (3) and their derivatives is convex.
Let us also prove that the set of solutions of (3) and their derivatives is relatively compact. It

follows from the well-known Arzelà–Ascoli lemma that the set of solutions is relatively compact
in C1([0,m],R

n) if and only if it is bounded and all solutions and their first derivatives are equi-
continuous.

At first, let us show that the set of solutions of (3) is bounded in C1([0,m],R
n). Let x be a solution

of (3) and let t ∈ [0,m] be arbitrary. Then

∣∣x(t)∣∣+ ∣∣ẋ(t)∣∣� ∣∣x(t0)
∣∣+ ∣∣ẋ(t0)

∣∣ · |t − t0| +
∣∣∣∣∣

t∫
t0

|t − s| · ∣∣P(s, x(s), ẋ(s)
)∣∣ds

∣∣∣∣∣+
∣∣ẋ(t0)

∣∣

+
∣∣∣∣∣

t∫
t0

∣∣P(s, x(s), ẋ(s)
)∣∣ds

∣∣∣∣∣

� M0 + M1 · |t − t0| + |t − t0| ·
∣∣∣∣∣

t∫
t0

c(s) + a(s)
∣∣ẋ(s)

∣∣+ b(s)
∣∣x(s)

∣∣ds

∣∣∣∣∣+ M1

+
∣∣∣∣∣

t∫
t0

c(s) + a(s)
∣∣ẋ(s)

∣∣+ b(s)
∣∣x(s)

∣∣ds

∣∣∣∣∣

� M0 + M1 · [1 + m] + [1 + m]
t∫

0

c(s) + a(s)
∣∣ẋ(s)

∣∣+ b(s)
∣∣x(s)

∣∣ds

� M0 + M1 · [1 + m] + [1 + m]
m∫

0

c(s)ds + [1 + m]
t∫

0

k(s)
(∣∣x(s)

∣∣+ ∣∣ẋ(s)
∣∣)ds,

where, for all s ∈ [0,m], k(s) := max{a(s),b(s)}.
By the Gronwall lemma (cf. [22]), we obtain that

∣∣x(t)∣∣+ ∣∣ẋ(t)∣∣� K · e[1+m] ∫m
0 k(s)ds, (4)

where

K := M0 + [1 + m]
{

M1 +
m∫

0

c(s)ds

}
.

Therefore, the set of solutions of (3) and their derivatives is bounded in C1([0,m],R
n).

Let us now show that all solutions of (3) and their first derivatives are also equi-continuous. Let x
be a solution of (3) and t2, t3 ∈ [0,m] be arbitrary. Then, we have
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∣∣x(t3) − x(t2)
∣∣

�
∣∣ẋ(t0)

∣∣ · |t3 − t2| +
∣∣∣∣∣

t3∫
t0

(t3 − s) · P
(
s, x(s), ẋ(s)

)
ds −

t2∫
t0

(t2 − s) · P
(
s, x(s), ẋ(s)

)
ds

∣∣∣∣∣

= ∣∣ẋ(t0)
∣∣ · |t3 − t2|+

∣∣∣∣∣
t3∫

t0

(t3 − s) · P
(
s, x(s), ẋ(s)

)
ds −

t3∫
t0

(t2 − s) · P
(
s, x(s), ẋ(s)

)
ds

+
t3∫

t0

(t2 − s) · P
(
s, x(s), ẋ(s)

)
ds −

t2∫
t0

(t2 − s) · P
(
s, x(s), ẋ(s)

)
ds

∣∣∣∣∣

�
∣∣ẋ(t0)

∣∣ · |t3 − t2| +
∣∣∣∣∣

t3∫
t0

(t3 − t2) · P
(
s, x(s), ẋ(s)

)
ds

∣∣∣∣∣+
∣∣∣∣∣

t2∫
t3

(t2 − s) · P
(
s, x(s), ẋ(s)

)
ds

∣∣∣∣∣

�
∣∣ẋ(t0)

∣∣ · |t3 − t2| +
∣∣∣∣∣

t3∫
t0

|t3 − t2| ·
∣∣P(s, x(s), ẋ(s)

)∣∣ds

∣∣∣∣∣+
∣∣∣∣∣

t2∫
t3

|t2 − s| · ∣∣P(s, x(s), ẋ(s)
)∣∣ds

∣∣∣∣∣

� M1 · |t3 − t2| +
∣∣∣∣∣

t3∫
t0

|t3 − t2| ·
(
c(s) + k(s) · K · e[1+m] ∫m

0 k(u)du)ds

∣∣∣∣∣

+
∣∣∣∣∣

t2∫
t3

|t2 − s| · (c(s) + k(s) · K · e[1+m] ∫m
0 k(u)du)ds

∣∣∣∣∣. (5)

Moreover,

∣∣ẋ(t3) − ẋ(t2)
∣∣�
∣∣∣∣∣

t3∫
t0

P
(
s, x(s), ẋ(s)

)
ds −

t2∫
t0

P
(
s, x(s), ẋ(s)

)
ds

∣∣∣∣∣

�
∣∣∣∣∣

t2∫
t3

∣∣P(s, x(s), ẋ(s)
)∣∣ds

∣∣∣∣∣

�
∣∣∣∣∣

t2∫
t3

(
c(s) + k(s) · K · e[1+m] ∫m

0 k(u)du)ds

∣∣∣∣∣. (6)

Taking into account estimates (5) and (6), x and ẋ are equi-continuous, because c(·),k(·) ∈
L1([0,m],R). Thus, the set of solutions of (3) and their derivatives is relatively compact.

We will still show that the set of solutions of (3) and their derivatives is closed. Let {xk} be a
sequence of solutions of (3) such that (xk, ẋk) → (x, ẋ). For all k ∈ N and a.a. t ∈ [0,m], we have
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∣∣ẋk(t)
∣∣� ∣∣ẋk(t0)

∣∣+
∣∣∣∣∣

t∫
t0

∣∣P(s, xk(s), ẋk(s)
)∣∣ds

∣∣∣∣∣

� M1 +
∣∣∣∣∣

t∫
t0

(
c(s) + k(s) · K · e[1+m] ∫m

0 k(u)du)ds

∣∣∣∣∣.

Since c(·),k(·) ∈ L1([0,m],R), there exists a constant L such that, for a.a. t ∈ [0,m],
∣∣∣∣∣

t∫
t0

(
c(s) + k(s) · K · e[1+m] ∫m

0 k(u)du)ds

∣∣∣∣∣� L.

Therefore, for all k ∈ N and for a.a. t ∈ [0,m],
∣∣ẋk(t)

∣∣� M1 + L. (7)

Moreover, since, for all k ∈ N and a.a. t ∈ [0,m], |ẍk(t)| � c(t)+k(t) · K ·e[1+m] ∫m
0 k(u)du , the sequence

{yk := ẋk} satisfies all assumptions of Lemma 2.1.
Thus, applying Lemma 2.1 to the sequence {ẋk}, we get that there exists a subsequence of {ẋk}, for

the sake of simplicity denoted in the same way as the sequence, which converges uniformly to ẋ on
[0,m] and such that {ẍk} converges weakly to ẍ in L1([0,m],R

n).
If we set zk := (xk, yk), then żk = (ẋk, ẏk) = (ẋk, ẍk) → (ẋ, ẍ) weakly in L1([0,m],R

n). Let us now
consider the system

żk(t) ∈ H
(
t, zk(t)

)
, for a.a. t ∈ [0,m], (8)

where żk(t) = (ẋk(t), ẏk(t)) and H(t, zk(t)) = (yk(t), P (t, xk(t), yk(t))).
Applying Lemma 2.2, for f i := żk , f := (ẋ, ẍ), xi := zk , it follows that

(
ẋ(t), ẍ(t)

) ∈ H
(
t, x(t), ẋ(t)

)
,

for a.a. t ∈ [0,m], i.e.

ẍ(t) ∈ P
(
t, x(t), ẋ(t)

)
, for a.a. t ∈ [0,m].

Moreover, since the set S ′
m is closed, (xk, ẋk) ∈ S ′

m , for all k ∈ N, and (xk, ẋk) → (x, ẋ), it also holds
that (x, ẋ) ∈ S ′

m . After all, the set of solutions of (3) and their derivatives is convex and compact, as
claimed. �
Remark 3.1. If still k · B(t) ∈ C(t), for a.a. t ∈ [0,m], and k = (k1,k2, . . . ,kn) ∈ Sm , then constant k is
obviously a solution of (2), and consequently the set of solutions of (2) is also nonempty. Nontrivial
examples of solvability of (3), where S ′

m corresponds to Kneser-type boundary conditions, are, for
instance, in the scalar case (n = 1) the conditions A(t) ≡ 1, C(t) − B(t)x � 0, for t ∈ [0,m], x ∈ [0,∞)

(cf. [20]) or C(t) ≡ 0 and B(t) 	≡ 0, B(t) � 0, for t ∈ [0,m] (cf. Hartman–Wintner type results, e.g.,
in [27]).

Furthermore, let us study the structure of a solution set, on a compact interval, to a semi-linear
problem.

Hence, let m ∈ N and let us consider the b.v.p.
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ẍ(t) + A(t)ẋ(t) + B(t)x(t) ∈ C
(
t, x(t), ẋ(t)

)
, for a.a. t ∈ [0,m],

l(x, ẋ) = 0,

}
(Pm)

where

(i) A, B ∈ L1([0,m],R
n×n) are such that |A(t)| � a(t) and |B(t)| � b(t), for all t ∈ [0,m] and suitable

integrable functions a,b : [0,m] → [0,∞),
(ii) l : C1([0,m],R

n) × C([0,m],R
n) → R

2n is a linear bounded operator,
(iii) the associated homogeneous problem

ẍ(t) + A(t)ẋ(t) + B(t)x(t) = 0, for a.a. t ∈ [0,m],
l(x, ẋ) = 0

}
(Hm)

has only the trivial solution,
(iv) C : [0,m] × R

n × R
n � R

n is an upper-Carathéodory mapping,
(v) there exists an integrable function α : [0,m] → [0,∞), with

∫m
0 α(t)dt sufficiently small, such

that

dH
(
C(t, x1, y1), C(t, x2, y2)

)
� α(t) · (|x1 − x2| + |y1 − y2|

)
,

for a.a. t ∈ [0,m] and all x1, x2, y1, y2 ∈ R
n ,

(vi) there exist a point (x0, y0) ∈ R
2n and a constant C0 � 0 such that

∣∣C(t, x0, y0)
∣∣� C0 · α(t)

holds, for a.a. t ∈ [0,m] (
(v)
⇒ |C(t, x, y)| := sup{|z| | z ∈ C(t, x, y)} � α(t)(C0 +|x0|+|y0|+|x|+|y|)

holds, for a.a. t ∈ [0,m] and all x, y ∈ R
n).

Lemma 3.2. Under the above assumptions (i)–(vi), the set of solutions of the b.v.p. (Pm) is a nonempty, compact
AR-space.

Proof. Problem (Pm) is equivalent to the first-order problem

ξ̇ (t) + D(t)ξ(t) ∈ K
(
t, ξ(t)

)
, for a.a. t ∈ [0,m],

l(ξ) = 0,

}
( P̃m)

where

ξ(t)2n×1 = (x(t), ẋ(t)
)T

,

D(t)2n×2n =
(

0 −I

B(t) A(t)

)

and

K (t, ξ)2n×1 = (0, C(t, x, ẋ)
)T

.

Similarly, the associated homogeneous problem (Hm) is equivalent to the first-order problem
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ξ̇ (t) + D(t)ξ(t) = 0, for a.a. t ∈ [0,m],
l(ξ) = 0.

}
(H̃m)

The Fredholm alternative implies (see, e.g., [22]) that there exists the Green function G̃ for the
homogeneous problem (H̃m) such that each solution ξ(·) of ( P̃m) can be expressed by the formula
ξ(t) = ∫m

0 G̃(t, s)k(s)ds, where k(·) is a suitable measurable selection of K (·, ξ(·)) (cf. Proposition 2.2).

If we denote by G̃ the block matrix

G̃2n×2n =
(

G̃11
n×n G̃12

n×n

G̃21
n×n G̃22

n×n

)
, (9)

then each solution x(·) of (Pm) and its derivative ẋ(·) can be expressed as

x(t) =
m∫

0

G̃12(t, s)c(s)ds

and

ẋ(t) =
m∫

0

G̃22(t, s)c(s)ds,

where c(·) is a suitable measurable selection of C(·, x(·), ẋ(·)). Moreover, in view of (v) and (vi),

∣∣x(t)∣∣+ ∣∣ẋ(t)∣∣�
m∫

0

{∣∣G̃12(t, s)
∣∣+ ∣∣G̃22(t, s)

∣∣}α(s)
[
C0 + |x0| + |y0| +

∣∣x(s)
∣∣+ ∣∣ẋ(s)

∣∣]ds,

for a.a. t ∈ [0,m]. If we denote by G := sup(t,s)∈[0,m]×[0,m]{|G̃12(t, s)| + |G̃22(t, s)|}, then

max
t∈[0,m]

{∣∣x(t)∣∣+ ∣∣ẋ(t)∣∣}� G

m∫
0

α(s)
[

C0 + |x0| + |y0| + max
t∈[0,m]

{∣∣x(t)∣∣+ ∣∣ẋ(t)∣∣}]ds.

Therefore,

max
t∈[0,m]

{∣∣x(t)∣∣+ ∣∣ẋ(t)∣∣}�
G · (C0 + |x0| + |y0|) · ∫m

0 α(s)ds

1 − G
∫m

0 α(s)ds
:= M,

provided

m∫
0

α(s)ds <
1

G
. (10)

Therefore, if
∫m

0 α(s)ds is small enough, namely if the inequality (10) holds, then the set of solu-
tions of (Pm) is equal to the set of solutions of the problem
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ẍ(t) + A(t)ẋ(t) + B(t)x(t) ∈ C∗(t, x(t), ẋ(t)
)
, for a.a. t ∈ [0,m],

l(x, ẋ) = 0,

}
(Rm)

where C∗ satisfies conditions (iv)–(v) in Lemma 3.2 with C replaced by C∗ , but this time

C∗(t, x, y) :=
{

C(t, x, y), for |x| � M and |y| � M,

C(t, M0, M1), otherwise,

where M0, M1 are suitable vectors such that |M0| = |M1| = M . It follows immediately from its defini-
tion that C∗ satisfies

∣∣C∗(t, x, y)
∣∣ := sup

{|z| ∣∣ z ∈ C∗(t, x, y)
}= sup

{|z| ∣∣ z ∈ C(t, x, y), where |x| � M, |y| � M
}

� α(t)
(
C∗

0 + ∣∣x∗
0

∣∣+ ∣∣y∗
0

∣∣+ 2M
) := β(t), (11)

where (x∗
0, y∗

0) ∈ R
2n is such that |C∗(t, x∗

0, y∗
0)| � C∗

0α(t), for a.a. t ∈ [0,m].
Let us denote by G(·, ··) := G̃12(·, ··) the Green function associated to the second-order homoge-

neous problem (Hm) and define the Nemytskiǐ operator

N : C1([0,m],R
n)� C1([0,m],R

n)
by the formula

Nx :=
{

h ∈ C1([0,m],R
n) ∣∣∣ h(·) =

m∫
0

G(·, s) f (s)ds, where f ∈ L1([0,m],R
n),

f (t) ∈ C∗(t, x(t), ẋ(t)
)
, for a.a. t ∈ [0,m]

}
.

Let us note that Nx 	= ∅, for all x ∈ C1([0,m],R
n), because, for all x ∈ C1([0,m],R

n), C∗(t, x(t), ẋ(t))
possesses a measurable selection (again, according to Proposition 2.2).

It is evident that the set of solutions of problem (Rm) is equal to the set of fixed-points of the
operator N . In order to show that Fix(N) is, by means of Proposition 2.3, a nonempty, compact AR-
space, we will proceed in several steps.

(1) At first, let us show that the operator N has convex values. If h1,h2 ∈ Nx, then there exist
integrable selections f1(·), f2(·) of C∗(·, x(·), ẋ(·)) such that, for a.a. t ∈ [0,m],

h1(t) =
m∫

0

G(t, s) f1(s)ds

and

h2(t) =
m∫

G(t, s) f2(s)ds.
0
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Let λ ∈ [0,1] be arbitrary. Then, for a.a. t ∈ [0,m],

λh1(t) + (1 − λ)h2(t) =
m∫

0

G(t, s)
[
λ f1(s) + (1 − λ) f2(s)

]
ds.

Since mapping C∗ has convex values, λ f1(s) + (1 − λ) f2(s) ∈ C∗(s, x(s), ẋ(s)), for a.a. s ∈ [0,m]. There-
fore, λh1 + (1 − λ)h2 ∈ Nx, i.e. the operator N has convex values, as claimed.

(2) Secondly, let us show that the operator N has compact values. Let x ∈ C1([0,m],R
n) be arbi-

trary and let v be an arbitrary integrable function such that v(t) ∈ C∗(t, x(t), ẋ(t)), for a.a. t ∈ [0,m].
Let us consider the element h of Nx defined, for a.a. t ∈ [0,m], by

h(t) :=
m∫

0

G(t, s)v(s)ds.

If t, τ ∈ [0,m] are arbitrary, then

∣∣h(t) − h(τ )
∣∣=
∣∣∣∣∣

m∫
0

G(t, s)v(s)ds −
m∫

0

G(τ , s)v(s)ds

∣∣∣∣∣
�

m∫
0

∣∣G(t, s) − G(τ , s)
∣∣ · ∣∣v(s)

∣∣ds �
m∫

0

∣∣G(t, s) − G(τ , s)
∣∣ · β(s)ds. (12)

Since β(·) is, by the definition, an integrable function, estimate (12) implies the equi-continuity of h.
Moreover, it immediately follows from condition (11) and properties of the Green function that h is
also bounded. Therefore, the well-known Arzelà–Ascoli lemma implies that the set Nx is relatively
compact.

The relative compactness of values follows also alternatively from the contractivity of N which will
be proved in the next step (3). It is namely well known that contractivity implies condensity.

The closedness of values follows from the fact that, according to [23], N can be expressed as
the closed graph composition of operators φ ◦ SC∗ , where SC∗ : C1([0,m],R

n) � L1([0,m],R
n) and

φ : L1([0,m],R
n) → C1([0,m],R

n) are defined by

SC∗(x) := { f ∈ L1([0,m],R
n) ∣∣ f (t) ∈ C∗(t, x(t), ẋ(t)

)
, for a.a. t ∈ [0,m]}

and

φ( f ) :=
{

h ∈ C1([0,m],R
n) ∣∣∣ h(t) =

m∫
0

G(t, s) f (s)ds, for a.a. t ∈ [0,m]
}

.

(3) In order to show that the operator N is a contraction, let us consider the Banach space
C1([0,m],R

n) endowed with the norm

|x|C1 := sup
t∈[0,m]

{∣∣x(t)∣∣+ ∣∣ẋ(t)∣∣},
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where | · | stands for the Euclidean norm in R
n . If x, y ∈ C1([0,m],R

n) are arbitrary, then there exist
hx ∈ Nx, hy ∈ N y and integrable selections fx(·) of C∗(·, x(·), ẋ(·)) and f y(·) of C∗(·, y(·), ẏ(·)) (cf.
Proposition 2.2) such that

dH (Nx, N y) = |hx − hy|C1

=
∣∣∣∣∣

m∫
0

G(t, s) fx(s)ds −
m∫

0

G(t, s) f y(s)ds

∣∣∣∣∣
C1

= sup
t∈[0,m]

{∣∣∣∣∣
m∫

0

G(t, s)
[

fx(s) − f y(s)
]

ds

∣∣∣∣∣+
∣∣∣∣∣

m∫
0

∂

∂t
G(t, s)

[
fx(s) − f y(s)

]
ds

∣∣∣∣∣
}

� sup
t∈[0,m]

m∫
0

{∣∣G(t, s)
∣∣+ ∣∣∣∣ ∂

∂t
G(t, s)

∣∣∣∣
}

· ∣∣ fx(s) − f y(s)
∣∣ds

� sup
t∈[0,m]

{∣∣x(t) − y(t)
∣∣+ ∣∣ẋ(t) − ẏ(t)

∣∣}

· sup
(t,s)∈[0,m]×[0,m]

{∣∣G(t, s)
∣∣+ ∣∣∣∣ ∂

∂t
G(t, s)

∣∣∣∣
}

·
m∫

0

α(t)dt

= sup
(t,s)∈[0,m]×[0,m]

{∣∣G(t, s)
∣∣+ ∣∣∣∣ ∂

∂t
G(t, s)

∣∣∣∣
}

·
m∫

0

α(t)dt · |x − y|C1 .

If the integral
∫m

0 α(t)dt is small enough, namely if

L := sup
(t,s)∈[0,m]×[0,m]

{∣∣G(t, s)
∣∣+ ∣∣∣∣ ∂

∂t
G(t, s)

∣∣∣∣
}

·
m∫

0

α(t)dt < 1, (13)

then the operator N is a desired contraction with a Lipschitz constant L ∈ [0,1).

Finally, since N is a contraction with compact and convex values, the set Fix(N) is, according to
Proposition 2.3, a nonempty, compact AR-space which completes the proof. �
Remark 3.2. The conclusion of Lemma 3.2 can be deduced from the main result for first-order systems
in [8]. Our proof is, however, much more transparent and especially allows us to express explicitly the
smallness of the integral

∫m
0 α(t)dt in conditions (v) and (vi). It is given by the identical inequalities

(10) and (13), namely

m∫
0

α(t)dt <
1

sup(t,s)∈[0,m]×[0,m]{|G(t, s)| + | ∂
∂t G(t, s)|} . (14)

Remark 3.3. If the mapping C(t, ·, ·) is Lipschitzian with a sufficiently small constant L, i.e. if condition
(v) takes the form
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(v ′) there exists a sufficiently small constant L � 0, such that

dH
(
C(t, x1, y1), C(t, x2, y2)

)
� L · (|x1 − x2| + |y1 − y2|

)
,

for a.a. t ∈ [0,m] and all x1, x2, y1, y2 ∈ R
n , then the same conclusion holds, provided

L <
1

supt∈[0,m]
∫m

0 |G(t, s)| + | ∂
∂t G(t, s)|ds

. (15)

Example 3.1. Let us consider the Dirichlet problem

ẍ(t) ∈ C
(
t, x(t), ẋ(t)

)
, for a.a. t ∈ [0,1],

x(0) = 0, x(1) = 0,

}
(16)

where C : [0,m] × R
n × R

n � R
n is an upper-Carathéodory mapping such that

dH
(
C(t, x1, y1), C(t, x2, y2)

)
� α(t) · (|x1 − x2| + |y1 − y2|

)
,

for a.a. t ∈ [0,1], and all x1, x2, y1, y2 ∈ R
n , where α ∈ L1([0,1], [0,∞)) is such that (for better con-

ditions, see [14,24] and cf. also [4, Theorem III.3.18])

1∫
0

α(t)dt <
1

2
. (17)

Moreover, let there exist C0 > 0 such that∣∣C(t,0,0)
∣∣� C0 · α(t), for a.a. t ∈ [0,1]. (18)

We will show that, under the above assumptions, the set of solutions of (16) is a nonempty,
compact AR-space. The homogeneous problem associated to (16), i.e.

ẍ(t) = 0, for a.a. t ∈ [0,1],
x(0) = 0, x(1) = 0,

}

has only the trivial solution and the related Green function G and its derivative ∂G
∂t take the forms

G(t, s) :=
{

(t − 1)s, 0 � t � s � 1,

(s − 1)t, 0 � s � t � 1,

and

∂G(t, s)

∂t
=
{

s, 0 � t � s � 1,

s − 1, 0 � s � t � 1.

Since

sup
(t,s)∈[0,1]×[0,1]

{∣∣G(t, s)
∣∣+ ∣∣∣∣ ∂

∂t
G(t, s)

∣∣∣∣
}

� 2,

condition (17) ensures that the problem (16) is, according to Lemma 3.2 (cf. condition (14)), solvable
with a compact AR-space of solutions.



J. Andres, M. Pavlačková / J. Differential Equations 248 (2010) 127–150 141
4. Topological structure on non-compact intervals

Because of counter-examples (see [1], [4, Example II.2.12], [16]), there is no chance to make a
straightforward extension of Lemma 3.2 to b.v.p.s on non-compact intervals. On the other hand, the
information concerning the solution sets on compact intervals can be sometimes useful for obtaining
the topological structure of the set of solutions to asymptotic problems.

One of the efficient methods which can be used for studying b.v.p.s on non-compact intervals is
an inverse limit method. Let us recall that by the inverse system, we mean a family S = {Xα,π

β
α ,Σ},

where Σ is a set directed by the relation �, Xα is, for all α ∈ Σ , a metric space and π
β
α : Xβ → Xα

is a continuous function, for all α,β ∈ Σ such that α � β . Moreover, πα
α = idXα and π

β
α π

γ
β = π

γ
α , for

all α � β � γ . The limit of inverse system S is denoted by lim← S and it is defined by

lim← S :=
{
(xα) ∈

∏
α∈Σ

Xα

∣∣∣ πβ
α (xβ) = xα, for all α � β

}
.

If we denote by πα : lim← S → Xα the restriction of the projection pα :∏α∈Σ Xα → Xα onto α-th

axis, then it holds πα = π
β
α πβ , for all α � β .

Let us now consider two inverse systems S = {Xα,π
β
α ,Σ} and S ′ = {Yα′ ,πβ ′

α′ ,Σ ′}. By a multivalued
mapping of the system S into the system S ′ , we mean a family {σ ,ϕσ(α′)} consisting of a monotone
function σ : Σ ′ → Σ and multivalued mappings ϕσ(α′) : Xσ(α′) � Yα′ such that, for all α′ � β ′ ,

π
β ′
α′ ϕσ(β ′) = ϕσ(α′)π

σ(β ′)
σ (α′) .

Mapping {σ ,ϕσ(α′)} induces a limit mapping ϕ : lim← S � lim← S ′ satisfying, for all α′ ∈ Σ ′ ,

πα′ϕ = ϕσ(α′)πσ(α′).

We will make use of the following result. For more details about the inverse limit method, see,
e.g., [2–4,9,15].

Proposition 4.1. (Cf. [3,18,25].) Let S = {Xm,π
p

m,N} and S ′ = {Ym,π
p

m,N} be two inverse systems such that
Xm ⊂ Ym. If ϕ : lim← S � lim← S ′ is a limit map induced by a mapping {id,ϕm}, where ϕm : Xm � Ym, and
if Fix(ϕm) are, for all m ∈ N, Rδ-sets, then the fixed-point set Fix(ϕ) of ϕ is an Rδ-set, too.

The following corollary is a direct consequence of Proposition 4.1.

Corollary 4.1. Let us consider the sequence of b.v.p.s {(Km)}∞m=1 , where

ẍ(t) + A(t)ẋ(t) + B(t)x(t) ∈ C
(
t, x(t), ẋ(t)

)
, for a.a. t ∈ [t0, t0 + m],

k(x, ẋ)|t∈[t0,t0+m] = 0,

}
(Km)

and let us assume that each problem (Km),m ∈ N, has an Rδ-set of solutions which corresponds to a fixed-
point of the associated integral operator. Moreover, let the boundary condition be such that, for all m ∈ N, the
following holds:

If x : [t0, t0 + m] → R
n is a solution of problem (Km), then x|[t0,t0+m−1] : [t0, t0 + m − 1] → R

n is a
solution of problem (Km−1).

Then the set of solutions of the problem

ẍ(t) + A(t)ẋ(t) + B(t)x(t) ∈ C
(
t, x(t), ẋ(t)

)
, for a.a. t ∈ [t0,∞),

k(x, ẋ) = 0

}
(K∞)

is an Rδ-set.
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As an illustration, we can give the following simple example.

Example 4.1. Consider the problem

ẍ(t) ∈ C
(
t, x(t), ẋ(t)

)
, for a.a. t ∈ [0,∞),

x(0) = 0, x(1) = 0,

}
(19)

where C : [0,∞) × R
n × R

n � R
n is an upper-Carathéodory mapping such that

dH
(
C(t, x1, y1), C(t, x2, y2)

)
� α(t) · (|x1 − x2| + |y1 − y2|

)
,

for a.a. t ∈ [0,1], and all x1, x2, y1, y2 ∈ R
n , where α ∈ L1([0,1], [0,∞)) is such that

1∫
0

α(t)dt <
1

2
. (20)

Moreover, let there exist C0 > 0 such that∣∣C(t,0,0)
∣∣� C0 · α(t), for a.a. t ∈ [0,1]. (21)

We will show that, under the above assumptions, the set of solutions of (19) can be expressed as
a special union of Rδ-sets.

In order to solve (19), we will consider separately the Dirichlet problem

ẍ(t) ∈ C
(
t, x(t), ẋ(t)

)
, for a.a. t ∈ [0,1],

x(0) = 0, x(1) = 0

}
(22)

and the Cauchy (initial value) problem

ẍ(t) ∈ C
(
t, x(t), ẋ(t)

)
, for a.a. t ∈ [1,∞),

x(1) = 0, ẋ(1) = x1.

}
(23)

According to Lemma 3.2, the b.v.p. (22) is solvable with an Rδ-set of solutions (cf. Example 3.1). In
fact, the set of solutions of (22) is, according to Lemma 3.2, a nonempty, compact AR-space.

Let x(·) be a solution of the Dirichlet problem (22) and let us put x1 := ẋ(1). Now, let us consider,
for this inter-face value of the derivative, the problem (23). The Cauchy problem, considered on an
arbitrary compact interval [1,m], m ∈ N, has an Rδ-set of solutions (cf. [13]). Using the inverse limit
method, we can conclude that, for the fixed x1 = ẋ(1), the Cauchy problem (23) has, according to
Corollary 4.1, an Rδ-set of solutions on [1,∞) which, in particular, implies that the related solution
set is nonempty. If we denote by xD : [0,1] → R

n the solution of the Dirichlet problem (22) satisfying
ẋD(1) = x1 and by x2 : [1,∞] → R

n the solution of the Cauchy problem (23), then

x(t) :=
{

xD(t), for all t ∈ [0,1],
x2(t), for all t ∈ [1,∞),

is the solution of the original problem (19).
Although the solution set of each separate problem was proved to be an Rδ-set, the solution set

of the whole problem can be more complex. Nevertheless, if, for instance, the Dirichlet problem is
uniquely solvable, then the solution set of the whole problem is an Rδ-set, too.
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Combining Corollary 4.1 with Lemma 3.1, we obtain immediately the following result.

Proposition 4.2. Let us consider the problems for fully linearized systems on compact intervals (2) and (3)
together with the asymptotic problems

ẍ(t) + A(t)ẋ(t) + B(t)x(t) ∈ C(t), for a.a. t ∈ [0,∞),

x ∈ S,

}
(24)

ẍ(t) + A(t)ẋ(t) + B(t)x(t) ∈ C(t), for a.a. t ∈ [0,∞),

(x, ẋ) ∈ S ′,

}
(25)

where

(i) A, B : [0,∞) → R
n×n are locally integrable matrix functions such that |A(t)| � a(t), |B(t)| � b(t), for

a.a. t ∈ [0,∞) and a suitable nonnegative functions a,b ∈ L1
loc([0,∞),R),

(ii) S and Sm are, for all m ∈ N, closed, convex subsets of AC1
loc([0,∞),R

n) and AC1([0,m],R
n) (S ′

and S ′
m are, for all m ∈ N, closed, convex subsets of AC1

loc([0,∞),R
n) × ACloc([0,∞),R

n) and

AC1([0,m],R
n) × AC([0,m],R

n)),
(iii) C : [0,∞) � R

n is a locally integrable mapping with convex closed values such that |C(t)| � c(t), for a.a.
t ∈ [0,m] and a suitable nonnegative function c ∈ L1

loc([0,∞),R),
(iv) there exists t0 ∈ [0,∞) such that, for all m ∈ N, we are able to find constants Mm0 , Mm1 such that

|x(t0)| � Mm0 and |ẋ(t0)| � Mm1 , for all solutions x(·) of problem (2) (all solutions x(·) of problem (3)).

Moreover, let, for all m ∈ N, the set of solutions of (2) (the set of solutions of (3) and their derivatives) be
nonempty and correspond to fixed-points of the associated integral operator. Furthermore, let the boundary
condition be such that, for all m ∈ N, the following holds:

If x : [0,m] → R
n belongs to Sm, then x|[0,m−1] : [0,m − 1] → R

n belongs to Sm−1 .
(If (x, ẋ) : [0,m]×[0,m] → R

2n belongs to S ′
m, then (x|[0,m−1], ẋ|[0,m−1]) : [0,m−1]×[0,m−1] → R

2n

belongs to S ′
m−1.)

Then the set of solutions of the problem (24) (the set of solutions of the problem (25) and their derivatives)
is an Rδ-set.

As an application of Proposition 4.2, let us consider the second-order asymptotic (Kneser-type)
b.v.p. with a multivalued vector perturbation

ẍ(t) + ẋ(t) + b(t)x(t) ∈ F (t), for a.a. t ∈ [0,∞),

x(0) = 1,

x(t) � 0, ẋ(t) � 0, for all t ∈ [0,∞),

⎫⎬
⎭ (P )

where

• b : [0,∞) → R is a locally integrable function such that |b(t)| � a(t), for all t ∈ [0,∞), where
a ∈ L1

loc([0,∞),R),
• F : [0,∞) � R is a locally integrable mapping with convex closed values such that |F (t)| � α(t),

for all t ∈ [0,∞), where α ∈ L1
loc([0,∞),R) and that

−b(t) /∈ F (t), for all t in a right neighbourhood of 0.

Moreover, let v(t) − b(t)x � 0, for all t ∈ [0,∞), x ∈ [0,1] and each measurable selection v(·) of F (·).
We will prove the following theorem.
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Theorem 4.1. Under the above assumptions, the set of solutions of (P ) and their first derivatives is an Rδ-set.

Proof. Together with the b.v.p. (P ), let us consider the family of associated problems on compact
intervals

ẍ(t) + ẋ(t) + b(t) · x(t) ∈ F (t), for a.a. t ∈ [0,m],
x(0) = 1,

x(t) � 0, ẋ(t) � 0, for all t ∈ [0,m],

⎫⎬
⎭ (Pm)

where m ∈ N.
It was shown in [11] (see Lemma 2.1 in [11] and the remarks below) that under the above as-

sumptions imposed on b, the following two norms in AC1([0,m],R), where m > 0 is arbitrary, are
equivalent:

‖x‖ := sup
t∈[0,m]

∣∣x(t)∣∣+ sup
t∈[0,m]

∣∣ẋ(t)∣∣+
m∫

0

∣∣ẍ(t)∣∣dt;

‖x‖∗ := sup
t∈[0,m]

∣∣x(t)∣∣+
m∫

0

∣∣ẍ(t) + b(t) · x(t) + ẋ(t)
∣∣dt.

If x is a solution of the b.v.p. (Pm), for some m ∈ N, then

‖x‖∗ = 1 +
m∫

0

α(t)dt := Mm,

because α is a locally integrable function.
Since supt∈[0,m] |ẋ(t)| � ‖x‖, and the equivalence of norms ‖x‖∗ and ‖x‖, there exists the sequence

{km} of positive numbers such that all solutions of the b.v.p. (Pm), for fixed m ∈ N, satisfy |ẋ(t)| �
km · Mm .

Since the sets

S ′
m := {(x, ẋ) ∈ AC1([0,m],R

)× AC
([0,m],R

)
, x(0) = 1,

x(t) � 0, ẋ(t) � 0, for all t ∈ [0,m]},
S ′ := {(x, ẋ) ∈ AC1

loc

([0,∞),R
)× ACloc

([0,∞),R
)
, x(0) = 1,

x(t) � 0, ẋ(t) � 0, for all t ∈ [0,∞)
}

are closed and convex, the b.v.p.s (P ), (Pm) satisfy assumptions (i)–(iv) of Proposition 4.2 (with
Mm0 = 1, Mm1 = km · Mm).

The non-emptiness of the set of solutions of (Pm) follows from Corollary 2 in [20] and the fact
that F (·) admits (according to Proposition 2.2) a single-valued measurable selection v(·) such that
v(t) − b(t)x � 0, for all t ∈ [0,∞) and x ∈ [0,∞).

If we denote by P (t, x(t), ẋ(t)) := F (t) − b(t)x(t) − ẋ(t), then x(·) is a solution of (Pm) if and only
if, for a.a. t ∈ [0,m],

x(t) ∈ x(u) − ∣∣x(u)
∣∣+ 1 + ẋ(0) · t +

t∫
(t − s) · P

(
s, x(s), ẋ(s)

)
ds, (26)
0
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ẋ(t) ∈ ẋ(u) + ∣∣ẋ(u)
∣∣+ ẋ(0) +

t∫
0

P
(
s, x(s), ẋ(s)

)
ds, (27)

for each u ∈ [0,m], provided

−b(t) /∈ F (t), (28)

on a subset of [0,m] with a non-zero measure. Indeed. Since the constraint in (Pm) can be equiva-
lently expressed as

x(0) = 1,

x(u) − ∣∣x(u)
∣∣= 0, ẋ(u) + ∣∣ẋ(u)

∣∣= 0, for all u ∈ [0,m],

}
(29)

every solution x(·) of (Pm) and its derivative ẋ(·) obviously satisfy (26) and (27). Reversely, derivating
(26) and (27), we obtain

ẋ(t) ∈ ẋ(0) +
t∫

0

P
(
s, x(s), ẋ(s)

)
ds,

ẍ(t) ∈ P
(
t, x(t), ẋ(t)

)
.

Moreover, x(0) ∈ x(u) − |x(u)| + 1, ẋ(0) ∈ ẋ(u) + |ẋ(u)| + ẋ(0), for each u ∈ [0,m], i.e. ẋ(u) + |ẋ(u)| =
0 and, in particular, for u = 0, |x(0)| = 1. Thus, for x(0) = 1, we also have x(u) − |x(u)| = 0, by
which (29) (i.e. the constraint in (Pm)) is satisfied. On the other hand, if x(0) = −1, we arrive at
x(u) − |x(u)| = −2, i.e. x(u) = −1, for all u ∈ [0,m], and subsequently −b(t) ∈ F (t), for a.a. t ∈ [0,m],
which is a contradiction with (28).

The set of solutions of (Pm) and their first derivatives is a fixed-point set of the map ϕm :
C1([0,m],R) × C([0,m],R) � C1([0,m],R) × C([0,m],R), where, for all t ∈ [0,m],

ϕm(x, ẋ)(t) :=
{( ⋃

u∈[0,m]
x(u) − ∣∣x(u)

∣∣+ 1 + ẋ(0) · t +
t∫

0

(t − s) · f (s)ds,

⋃
u∈[0,m]

ẋ(u) + ∣∣ẋ(u)
∣∣+ ẋ(0) +

t∫
0

f (s)ds

) ∣∣∣ f ∈ L1([0,m],R
n) and

f (s) ∈ P
(
t, x(s), ẋ(s)

)
, for a.a. s ∈ [0,m]

}
.

It can be easily seen that {ϕm}∞m=1 is a map of the inverse system

{
C1([0,m],R

)× C
([0,m],R

)
,π

p
m,N

}
into itself, where, for all p � m, x ∈ C1([0, p],R) × C([0, p],R), π

p
m(x, ẋ) = (x|[0,m], ẋ|[0,m]). Mappings

{ϕm}∞m=1 induce the limit mapping ϕ : C1([0,∞),R) × C([0,∞),R) � C1([0,∞),R) × C([0,∞),R),
where, for all t � 0,
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ϕ(x, ẋ)(t) :=
{( ⋃

u∈[0,∞)

x(u) − ∣∣x(u)
∣∣+ 1 + ẋ(0) · t +

t∫
0

(t − s) · f (s)ds,

⋃
u∈[0,∞)

ẋ(u) + ∣∣ẋ(u)
∣∣+ ẋ(0) +

t∫
0

f (s)ds

) ∣∣∣ f ∈ L1([0,m],R
n) and

f (s) ∈ P
(
t, x(s), ẋ(s)

)
, for a.a. s ∈ [0,∞)

}
.

The fixed-point set of the mapping ϕ is the set of solutions and their derivatives of the prob-
lem (P ). Applying Proposition 4.2, the set of solutions and their first derivatives of the original
problem (P ) is therefore an Rδ-set, as claimed. �
Remark 4.1. One can readily check that if (1, . . . ,1) · B(t) ∈ C(t), for a.a. t ∈ [0,∞), then constant
vector (1, . . . ,1) is a stationary solution of the Kneser-type asymptotic problem

ẍ(t) + A(t)ẋ(t) + B(t) · x(t) ∈ C(t), for a.a. t ∈ [0,∞),

xi(0) = 1, for all i ∈ {1,2, . . . ,n},
xi(t) � 0, ẋi(t) � 0, for all i ∈ {1,2, . . . ,n} and t ∈ [0,∞),

⎫⎬
⎭ (P 1)

where

• A : [0,∞) → R
n×n is a locally integrable matrix function such that |A(t)| � a(t), for all t ∈ [0,∞),

where a ∈ L1
loc([0,∞),R),

• B : [0,∞) → R
n×n is a locally integrable matrix function such that |B(t)| � b(t), for all t ∈ [0,∞),

where b ∈ L1
loc([0,∞),R),

• C : [0,∞) � R
n is a locally integrable mapping with convex closed values such that |C(t)| � c(t),

for all t ∈ [0,∞), where c ∈ L1
loc([0,∞),R).

If still

(−1, . . . ,−1) · B(t) /∈ C(t), for a.a. t in a right neighborhood of 0,

then it can be proved quite analogously as in Theorem 4.1 that the set of solutions of (P 1) and their
first derivatives is an Rδ-set.

Remark 4.2. Similarly, if a,b ∈ L1
loc([0,∞),R) are locally integrable functions such that b(t) � 0, for

a.a. t ∈ [0,∞), and b(t) 	= 0, for a.a. t in a right neighborhood of 0, then (cf. Remark 3.1) it can be
proved quite analogously as in Theorem 4.1 that the set of solutions of the Kneser-type asymptotic
problem

ẍ(t) + a(t)ẋ(t) + b(t) · x(t) = 0, for a.a. t ∈ [0,∞),

x(0) = 1,

x(t) � 0, ẋ(t) � 0, for all t ∈ [0,∞),

⎫⎪⎬
⎪⎭

and their first derivatives is an Rδ-set.
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Remark 4.3. As a particular case of Corollary 4.1, we are theoretically able to obtain the result which
can be proved combining Lemma 3.2 and Proposition 4.1. In such a case an integrable function α in
condition (v) in Lemma 3.2 should however satisfy conditions (cf. (14))

t0+m∫
t0

α(t)dt <
1

sup(t,s)∈[t0,t0+m]×[t0,t0+m]{|Gm(t, s)| + | ∂
∂t Gm(t, s)|} , (30)

for sufficiently large m ∈ N, which is probably not very realistic.

5. Application to existence result

As we could see, the investigation of a topological structure of solution sets to asymptotic problems
is sufficiently interesting itself. Nevertheless, the main advantage consists in its further application to
existence results for nonlinear asymptotic problems.

This application will be demonstrated here by means of the following proposition developed by
ourselves in [5, Theorem 3.1 and Corollary 4.1].

Proposition 5.1. Let us consider the b.v.p.

ẍ(t) ∈ F
(
t, x(t), ẋ(t)

)
, for a.a. t ∈ J ,

x ∈ S,

}
(31)

where J is a given (possibly infinite) real interval, F : J × R
n × R

n � R
n is an upper-Carathéodory mapping

and S is a subset of AC1
loc( J ,R

n).

Let H : J × R
n × R

n × R
n × R

n � R
n be an upper-Carathéodory map such that

H(t, c,d, c,d) ⊂ F (t, c,d), for all (t, c,d) ∈ J × R
n × R

n.

Assume that

(i) there exists a retract Q of C1( J ,R
n) such that the associated problem

ẍ(t) ∈ H
(
t, x(t), ẋ(t),q(t), q̇(t)

)
, for a.a. t ∈ J ,

x ∈ S ∩ Q ,

}
(32)

is solvable with an Rδ-set of solutions, for each q ∈ Q ,
(ii) there exists a nonnegative, locally integrable function α : J → R such that

∣∣H(t, x(t), ẋ(t),q(t), q̇(t)
)∣∣� α(t)

(
1 + ∣∣x(t)∣∣+ ∣∣ẋ(t)∣∣), a.e. in J,

for any (q, x) ∈ ΓT , where T denotes the multivalued map which assigns to any q ∈ Q the set of solutions
of (32),

(iii) T (Q ) ⊂ S,
(iv) there exist a point t0 ∈ J and constants M0 � 0, M1 � 0 such that |x(t0)| � M0 and |ẋ(t0)| � M1 , for

any x ∈ T (Q ).

Then the b.v.p. (31) has a solution in S ∩ Q .
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Hence, let us consider the second-order nonlinear (Kneser-type) asymptotic b.v.p.

ẍ(t) + ẋ(t) + B
(
t, x(t), ẋ(t)

) · x(t) ∈ F
(
t, x(t), ẋ(t)

)
, for a.a. t ∈ [0,∞),

xi(0) = 1, for all i ∈ {1,2, . . . ,n},
xi(t) � 0, ẋi(t) � 0, for all i ∈ {1,2, . . . ,n} and t ∈ [0,∞),

⎫⎬
⎭ (33)

where

• x(t) = (x1(t), x2(t), . . . , xn(t)),
• B : [0,∞) × R

2n → R
n×n is a diagonal Carathéodory matrix function, i.e.

B
(
t, x(t), ẋ(t)

)=
⎛
⎜⎜⎜⎜⎝

b1(t, x(t), ẋ(t)) 0 . . . 0

0 b2(t, x(t), ẋ(t)) . . . 0
...

...
. . .

...

0 0 . . . bn(t, x(t), ẋ(t))

⎞
⎟⎟⎟⎟⎠

with |B(t, x, y)| � β(t)(1 + |x|), for all (x, y) ∈ R
2n and t ∈ [0,∞), where β ∈ L1

loc([0,∞),R),
• F = (F1, F2, . . . , Fn) : [0,∞) × R

2n � R
n is an upper-Carathéodory mapping such that

|F (t, x, y)| � α(t)(1 + |x|), for all (x, y) ∈ R
2n and t ∈ [0,∞), where α ∈ L1

loc([0,∞),R), and that

−bi(t, x, y) /∈ Fi(t, x, y), for all i ∈ {1, . . . ,n}, (x, y) ∈ [0,1]n × (−∞,0]n

and for t in a right neighbourhood of 0.

For applying Proposition 5.1, let us define the set of candidate solutions as follows

Q := {(x1, . . . , xn) ∈ C1([0,∞),R
n) ∣∣ xi(0) = 1, xi(t) � 0, ẋi(t) � 0,

for all i ∈ {1, . . . ,n}, t ∈ [0,∞)
}
.

Let us still consider the associated problems

ẍ(t) + ẋ(t) + B
(
t,q(t), q̇(t)

) · x(t) ∈ F
(
t,q(t), q̇(t)

)
, for a.a. t ∈ [0,∞),

xi(0) = 1, for all i ∈ {1,2, . . . ,n},
xi(t) � 0, ẋi(t) � 0, for all i ∈ {1,2, . . . ,n} and t ∈ [0,∞).

⎫⎪⎬
⎪⎭ (Pq)

If vi(t) − bi(t,q(t), q̇(t)) · xi � 0, for all i ∈ {1,2, . . . ,n}, q ∈ Q , t ∈ [0,∞), xi ∈ [0,1] and each mea-
surable selection vi(t) of Fi(t,q(t), q̇(t)), then we will check that the b.v.p. (33) has a solution.

More concretely, let us verify, that the b.v.p. (Pq) satisfies, for all q ∈ Q , all assumptions of Propo-
sition 5.1.

ad (i) Since (Pq) represents n separate problems on a diagonal, it can be proved exactly in the same
way as in Theorem 4.1 that the b.v.p. (Pq) has, for each q ∈ Q , an Rδ-set of solutions.

ad (ii) |F (t,q(t), q̇(t)) − B(t,q(t), q̇(t)) · x − y| � α(t)(1 + √
n) + β(t) · (1 + √

n) · |x| + |y|, for a.a. t ∈
[0,∞), all (x, y) ∈ R

2n and q ∈ Q .
ad (iii) Since the set S := Q is closed and each solution of the b.v.p. (Pq) belongs to Q , it holds that

T (Q ) ⊂ S , where the map T is the solution mapping that assigns to each q ∈ Q the set of
solutions of (Pq).
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ad (iv) Let t0 = 0. Then each solution x(·) of (Pq) satisfies, for an arbitrary q ∈ Q , |x(0)| = √
n. More-

over, the fact that x(·) is a solution of (Pq) implies that x(·) is also a solution of the b.v.p.

ẍ(t) + ẋ(t) + B
(
t,q(t), q̇(t)

) · x(t) ∈ F
(
t,q(t), q̇(t)

)
, for a.a. t ∈ [0,1],

xi(0) = 1, for all i ∈ {1,2, . . . ,n},
xi(t) � 0, ẋi(t) � 0, for all i ∈ {1,2, . . . ,n} and t ∈ [0,1].

⎫⎪⎬
⎪⎭ (Pq,1)

Thus, it follows from the arguments in the proof of Theorem 4.1 that |ẋ(0)| � k1 · M1, where
k1 is a suitable positive constant and M1 := √

n + ∫ 1
0 α(t)dt .

Since all assumptions of Proposition 5.1 are satisfied, we are ready to formulate the last theorem.

Theorem 5.1. Under the above assumptions, the b.v.p. (33) admits a solution x(·) = (x1(·), . . . , xn(·)) such
that 0 � xi(t) � 1, for all i ∈ {1,2, . . . ,n} and t ∈ [0,∞).
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1. Introduction

In this paper, wewill formulate a general principle for the solvability of the second-order boundary value problem (b.v.p.)

ẍ(t) ∈ F(t, x(t), ẋ(t)), for a.a. t ∈ J, x ∈ S, (1)

where J = [t0, t1] is a compact interval, F : J × Rn × Rn ( Rn is an upper-Carathéodory mapping and S is a subset of
AC1( J,Rn).
Moreover, for the Floquet semi-linear problem

ẍ(t)+ A(t)ẋ(t)+ B(t)x(t) ∈ F(t, x(t), ẋ(t)), for a.a. t ∈ J, (2)
x(t1) = Mx(t0),
ẋ(t1) = Nẋ(t0),

where A, B : J → Rn × Rn are integrable matrix functions and M and N are real n × n matrices with M non-singular, the
viability result will be obtained by means of a bound sets technique.
Vector second-order boundary value problems for differential equations were studied by many authors (see, e.g., [6,

11,12,17,19,20,25,31,34,37,38]). The papers dealing with multivalued second-order vector problems are a little more rare
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(see [14,16,18,21,23,26,27,29,30,32,36]). Formultivalued vector second-order Dirichlet problems, the existence resultswere
obtained, e.g., in [21,32] and generalized to the case when F takes its values in a Hilbert space in [36]. Second-order
differential inclusions with Sturm–Liouville boundary conditions were studied in [18]. In [16,23,26,27,30], second-order
multivalued problems with general nonlinear boundary conditions which include the classical Dirichlet, Neumann and
periodic boundary conditions were under consideration.
The bound sets approach which we use in Sections 4 and 5 of our paper was initiated by Gaines and Mawhin in [22] for

obtaining the existence of periodic solutions of first-order as well as second-order systems of differential equations (see also
the references therein). For periodic boundary value problems associated with second-order differential equations, i.e. for F
single-valued andM = N = I , various approaches (such as an upper and lower solutions technique) were employed in [11,
12,25,31]. In these papers, a ball centered at the origin plays in fact the role of a bound set and a bounding function is of class
C2. A bound sets technique was also applied for single-valued periodic problems in [33].
Bound sets theory formultivalued first-order Floquet problemswas employed in [3–5]. For single-valued Floquet second-

order problems with continuous right hand sides, see, e.g., [17,38].
In this paper, we consider at first b.v.p. (1) and develop a continuation principle for its solvability using the fixed point

index arguments (cf. Theorem 1). One of the assumptions whichmust be satisfied in order the continuation principle can be
applied is so-called transversality condition (cf. hypothesis (v) of Theorem 1). It requires that the related solution operator
has no fixed points on the boundary of a set of candidate solutions. The transversality condition can be guaranteed by
means of Liapunov-like bounding functions to which the second part of the paper is devoted. In the third part of our paper,
we investigate the Floquet problem (2). The existence result (cf. Theorem 2) is obtained when combining the bound sets
approach with the mentioned continuation principle developed in the previous sections.
The paper is organized as follows. In the second section, we recall suitable definitions and statements from multivalued

analysis and fixed point index theory. Subsequently, in Section 3, we develop by means of fixed point index arguments a
generalmethod for the solvability ofmultivalued vector second-order b.v.p. (1). In Section 5, the generalmethod is combined
with a bound sets technique (developed in Section 4), and the viability result is obtained in this way for the Floquet problem
(2). Finally, an illustrative example is supplied.

2. Preliminaries

Let us start with notations we use in the paper. In the entire text, all spaces are at least metric and all multivalued
mappings F : X ( Y have at least nonempty values, i.e. F : X → 2Y \ {∅}. At first, we recall some geometric properties
of metric spaces, in particular, the notions of retracts. If X is an arbitrary space and A ⊂ X, by Int A, A and ∂A, we shall
mean the interior, the closure and the boundary of A, respectively. For a subset A ⊂ X and ε > 0, we define the set
Nε(A) := {x ∈ X | ∃a ∈ A : d(x, a) < ε}, i.e. Nε(A) is an open neighborhood of the set A in X . A subset A ⊂ X is called a
retract of X if there exists a retraction r : X → A, i.e. a continuous function satisfying r(x) = x, for every x ∈ A. Similarly, A
is called a neighbourhood retract of X if there exists an open subset U ⊂ X such that A ⊂ U and A is a retract of U .
Let X, Y be two spaces. We say that X is an absolute retract (AR-space) if, for each Y and every closed A ⊂ Y , each

continuous mapping f : A→ X is extendable over Y . If f is extendable over some neighborhood of A, for each closed A ⊂ Y
and each continuous mapping f : A → X, then X is an absolute neighborhood retract (ANR-space). Let us note that X is an
ANR-space if and only if it is a retract of an open subset of a normed space and that X is an AR-space if and only if it is a
retract of some normed space. For more details, see, e.g., [13].
We say that a nonempty subset A ⊂ X is contractible if there exist x0 ∈ A and a homotopy h : A × [0, 1] → A such

that h(x, 0) = x and h(x, 1) = x0, for every x ∈ A. A nonempty subset A ⊂ X is called an Rδ-set if there exists a decreasing
sequence {An}∞n=1 of compact, AR-spaces such that

A = ∩{An; n = 1, 2, . . .}.

Note that any Rδ-set is nonempty, compact and connected. The following hierarchies hold for nonempty subsets of a metric
space:

convex ⊂ AR ⊂ ANR, (3)
compact + convex ⊂ compact AR ⊂ compact+contractible ⊂ Rδ-set, (4)

and all the above inclusions are proper. For more details, see, e.g., [1,2,24].
For a given compact real interval J, we denote by C(J,Rn) (by C1(J,Rn)) the set of all functions x : J → Rn which are

continuous (have continuous first derivatives) on J. By AC1(J,Rn),we shall mean the set of all functions x : J → Rn with an
absolutely continuous first derivative on J. A set S ⊂ C1(J,Rn) is called bounded if there exists a function ϕ ∈ C(J,R) such
that

|x(t)| < ϕ(t) and |ẋ(t)| < ϕ(t), for all x ∈ S and all t ∈ J.

Functions in S are called equi-continuous on J if, for all t ∈ J and every ε > 0, there exists δ = δ(t, ε) > 0 such that, for all
t∗ ∈ J satisfying

|t − t∗| < δ,
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it holds that

|x(t)− x(t∗)| < ε,

for all x ∈ S.
In the sequel, we shall also need the following definitions and notions frommultivalued analysis. Let X, Y be two spaces.

We say that F is a multivalued mapping from X to Y (written F : X ( Y ) if, for every x ∈ X, a nonempty subset F(x) of Y is
given. We associate with F its graph ΓF , the subset of X × Y , defined by

ΓF := {(x, y) ∈ X × Y | y ∈ F(x)}.

A multivalued mapping F : X ( Y is called upper semi-continuous (shortly, u.s.c.) if, for each open set U ⊂ Y , the set
{x ∈ X | F(x) ⊂ U} is open in X .
The relationship between upper semi-continuous mappings and mappings with closed graphs is expressed by the

following propositions (see, e.g., [2,24,28]).

Proposition 1. Let X, Y be metric spaces and F : X ( Y be a multivalued mapping with the closed graph such that F(X) ⊂ K ,
where K is a compact set. Then F is u.s.c.

Proposition 2. Let X, Y be metric spaces and F : X ( Y be an upper semi-continuous multivalued mapping with closed values.
Then the graph ΓF of F is a closed subset of X × Y .

A multivalued mapping F : X ( Y is called compact if the set F(X) =
⋃
x∈X F(x) is contained in a compact subset of Y

and it is called closed if the set F(B) is closed in Y , for every closed subset B of X .
A multivalued mapping F : X ( X with bounded values is called Lipschitzian if there exists a constant k > 0 such that,

for every x, y ∈ X,

dH(F(x), F(y)) ≤ kd(x, y),

where

dH(A, B) := inf{r > 0 | A ⊂ Nr(B) and B ⊂ Nr(A)}

stands for the Hausdorff distance.
Let Y be a metric space and (Ω,U, ν) be a measurable space, i.e. a nonempty set Ω equipped with a σ -algebra U

of its subsets and a countably additive measure ν on U. A multivalued mapping F : Ω ( Y is called measurable if
{ω ∈ Ω | F(ω) ⊂ V } ∈ U, for each open set V ⊂ Y .
If X ∩ Y 6= ∅ and F : X ( Y , then a point x ∈ X ∩ Y is called a fixed point of F if x ∈ F(x). The set of all fixed points of F

is denoted by Fix(F), i.e.

Fix(F) := {x ∈ X | x ∈ F(x)}.

For more details concerning the topics of multivalued analysis, see, e.g., [2,7,8,24,28].
Now, we recall the notion of an appropriate fixed point index which will be used in the sequel. Let X be an ANR-space

and let G : X ( X be a compact Rδ-mapping, i.e. a compact u.s.c. mapping with Rδ-values.
Let D ⊂ X be an open subset of X with no fixed points of G on its boundary ∂D. Then it is possible to define an integer

ind(G, X,D), called a fixed point index over X w.r.t. D. In the following proposition, we collect the most important properties
of such a fixed point index. For more details, see, e.g., [1,2,10,24].

Proposition 3 (Properties of the Fixed Point Index).

(i) (Existence) If ind(G, X,D) 6= 0, then G has a fixed point in D.
(ii) (Localization) If D′ ⊆ D is an open subset of X such that Fix(G) ⊂ D′, then

ind(G, X,D) = ind(G|D′ , X,D′).

(iii) (Homotopy) If there exists a compact homotopy H : X × [0, 1] ( X (in the same class of mappings under consideration)
with H(·, 0) = G1 and H(·, 1) = G2 and if ∂D is fixed point free w.r.t. H, then

ind(G1, X,D) = ind(G2, X,D).

(iv) (Normalization) If X = D, then

ind(G, X,D) = ind(G, X, X) = Λ(G),

whereΛ(G) is a generalized Lefschetz number of G (for its definition, see, e.g., [1,2,24]).
(v) (Contraction) If X ′ ⊂ X are ANR-spaces such that G(X) ⊂ X ′ and G|X ′ is a compact Rδ-mapping such that Fix(G|X ′)∩∂(D∩
X ′) = ∅, then

ind(G, X,D) = ind(G|X ′ , X ′,D ∩ X ′).
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Remark 1. If G : X ( X is a compact Rδ-mapping and X is an AR-space, thenΛ(G) = 1 (see, e.g., [1,2,24]).

Now, it will be convenient to recall some results which are needed in the sequel.

Lemma 1 (Cf. [7, Theorem 0.3.4]). Let K ⊂ R be a compact interval. Assume that the sequence of absolutely continuous functions
xk : K → Rn satisfies the following conditions:

(i) the set {xk(t) | k ∈ N} is bounded, for every t ∈ K ,
(ii) there exists a function α : K → R, integrable in the sense of Lebesque, such that

|ẋk(t)| ≤ α(t), for a.a. t ∈ K and for all k ∈ N.

Then there exists a subsequence of {xk} (for the sake of simplicity denoted in the same way as the sequence) converging to an
absolutely continuous function x : K → Rn in the following way:

(iii) {xk} converges uniformly to x,
(iv) {ẋk} converges weakly in L1(K ,Rn) to ẋ.

Lemma 2 (Mazur’s Lemma, Cf. e.g.,[40, p. 120]). Let E be a normed space and let the sequence {xi} ⊂ E be weakly convergent to
x ∈ E. Then, for each i ∈ N, there exists N(i) ∈ N such that a sequence {yi} of linear combinations of {xi},

yi =
N(i)∑
k=i

aikxk, where aik ≥ 0, for each i ≤ k ≤ N(i), and
N(i)∑
k=i

aik = 1,

is strongly convergent to x.

The following lemma is well-known for a Banach space E = E1 = E2 (see, e.g., [39, p. 88]). For the sake of completeness, we
shall prove its slight modification for E1 not necessarily equal to E2.

Lemma 3. Let [a, b] ⊂ R be a compact interval, let E1, E2 be Banach spaces and let F : [a, b] × E1 ( E2 be a multivalued
mapping satisfying the following conditions:

(i) F(·, x) has a strongly measurable selection, for every x ∈ E1,
(ii) F(t, ·) is u.s.c., for a.a. t ∈ [a, b],
(iii) the set F(t, x) is compact and convex, for all (t, x) ∈ [a, b] × E1.

Assume in addition that, for every nonempty, bounded set Ω ⊂ E1, there exists ν = ν(Ω) ∈ L1([a, b],R+) such that

|F(t, x)| ≤ ν(t),

for a.a. t ∈ [a, b] and every x ∈ Ω.
Let us define the Nemytskiǐ operator NF : C([a, b], E1)( L1([a, b], E2) in the following way

NF (x) := {f ∈ L1([a, b], E2) | f (t) ∈ F(t, x(t)), a.e. on [a, b]},

for every x ∈ C([a, b], E1). Then, if sequences {xi} ⊂ C([a, b], E1) and {fi} ⊂ L1([a, b], E2), fi ∈ NF (xi), i ∈ N, are such that
xi → x in C([a, b], E1) and fi → f weakly in L1([a, b], E2), then f ∈ NF (x).

Proof. According toMazur’s Lemma, theweak convergence of {fi}∞i=1 to f implies the existence of a sequence of nonnegative
numbers {aik}

∞

i=1 such that

•
∑
∞

k=i aik = 1, for all i ∈ N,
• for every i ∈ N, there exists a number k0(i) such that aik = 0, for all k ≥ k0(i),
• the sequence {f̃i}∞i=1,where f̃i are defined by

f̃i(t) =
∞∑
k=i

aik fk(t),

converges to f with respect to the norm of the space L1([a, b], E2).

Passing to a subsequence, if necessary, we can assume that {f̃i}∞i=1 converges to f almost everywhere on [a, b] (see, e.g.,
[15, p. 34]).
It follows from assumption (ii) that, for a.a. t ∈ [a, b], and for a given ε > 0, there exists an integer i0 = i0(ε, t) such

that

F(t, xi(t)) ⊂ Nε(F(t, x(t))), for all i ≥ i0.

Then

fi(t) ∈ Nε(F(t, x(t))), for all i ≥ i0,
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and hence also

f̃i(t) ∈ Nε(F(t, x(t))), for all i ≥ i0.

Therefore,

f (t) ∈ F(t, x(t)), for a.a. t ∈ [a, b],

i.e. f ∈ NF (x). �

3. General method

In this section, we consider the second-order boundary value problem of the following general form

ẍ(t) ∈ F(t, x(t), ẋ(t)), for a.a. t ∈ J, x ∈ S, (5)

where J = [t0, t1] is a given compact interval, F : J × Rn × Rn ( Rn is an upper-Carathéodory mapping, i.e. the map
F(·, x, y) : J ( Rn is measurable, for all (x, y) ∈ Rn × Rn, the map F(t, ·, ·) : Rn × Rn ( Rn is u.s.c., for almost all t ∈ J,
and the set F(t, x, y) is compact and convex, for all (t, x, y) ∈ J × Rn × Rn. Furthermore, we assume that S ⊂ AC1(J,Rn).
By a solution of problem (5), we mean a function x : J → Rn belonging to AC1(J,Rn) and satisfying (5), for almost all

t ∈ J.
For the main result of this section (see Theorem 1), the following proposition is crucial.

Proposition 4. Let J = [t0, t1],G : J ×Rn ×Rn ×Rn ×Rn ( Rn be an upper-Carathéodory mapping and let S be a nonempty
subset of AC1(J,Rn). Assume that

(i) there exists a subset Q of C1(J,Rn) such that, for any q ∈ Q , the set T(q) of all solutions of the boundary value problem

ẍ(t) ∈ G(t, x(t), ẋ(t), q(t), q̇(t)), for a.a. t ∈ J, x ∈ S (6)

is nonempty,
(ii) there exist constants M0 > 0, M1 > 0 such that |x(t0)| ≤ M0 and |ẋ(t0)| ≤ M1, for any x ∈ T(Q ),
(iii) there exists a nonnegative, integrable function α : J → R such that

|G(t, x(t), ẋ(t), q(t), q̇(t))| := sup{|y| | y ∈ G(t, x(t), ẋ(t), q(t), q̇(t))} ≤ α(t), a.e. in J, for any (q, x) ∈ ΓT.

Then T(Q ) is a relatively compact subset of C1(J,Rn). Moreover, the multivalued operator T : Q ( S is u.s.c. with compact
values if and only if the following condition is satisfied:

(iv) for each sequence {qk, xk} ⊂ ΓT satisfying {(qk, q̇k, xk)} → (q, q̇, x), where q ∈ Q , it holds that x ∈ S.

Proof. We begin with showing the integral form of a solution of the inclusion

ẍ(t) ∈ G(t, x(t), ẋ(t), q(t), q̇(t)). (7)

Integrating (7) in the sense of Aumann (see, e.g., [8,28]), we get

ẋ(t)− ẋ(t0) ∈
∫ t

t0
G(s, x(s), ẋ(s), q(s), q̇(s))ds, (8)

and consequently

x(t)− ẋ(t0) · (t − t0)− x(t0) ∈
∫ t

t0

∫ s

t0
G(τ , x(τ ), ẋ(τ ), q(τ ), q̇(τ ))dτds. (9)

Moreover, integrating (9) by parts, we obtain

x(t)− ẋ(t0) · (t − t0)− x(t0) ∈
[
s
∫ s

t0
G(τ , x(τ ), ẋ(τ ), q(τ ), q̇(τ ))dτ

]t
t0

−

∫ t

t0
sG(s, x(s), ẋ(s), q(s), q̇(s))ds (10)

and, therefore,

x(t) ∈ x(t0)+ ẋ(t0) · (t − t0)+
∫ t

t0
(t − s) · G(s, x(s), ẋ(s), q(s), q̇(s))ds (11)

is the integral form of a solution of the inclusion (7).
It follows from the well-known Arzelà–Ascoli lemma that the set T(Q ) is relatively compact in C1([a, b],Rn) if and only

if it is bounded and functions in T(Q ) and their first derivatives are equi-continuous.
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At first, we show that the set T(Q ) is bounded. Let x ∈ T(Q ) and t ∈ [t0, t1] be arbitrary. Then, according to (11) and (iii),
we have

|x(t)| ≤ |x(t0)| + |ẋ(t0)| · |t − t0| +
∫ t

t0
|t − s| · |G(s, x(s), ẋ(s), q(s), q̇(s))|ds

≤ M0 +M1 · |t1 − t0| + |t1 − t0|
∫ t

t0
α(s)ds. (12)

Furthermore, according to (8) and (iii),

|ẋ(t)| ≤ |ẋ(t0)| +
∫ t

t0
|G(s, x(s), ẋ(s), q(s), q̇(s))|ds ≤ M1 +

∫ t

t0
α(s)ds. (13)

It immediately follows from estimates (12) and (13) that T(Q ) is bounded.
Therefore, for the relative compactness ofT(Q ), it is sufficient to show that all elements ofT(Q ) and their first derivatives

are equi-continuous.
Let x ∈ T(Q ) and t2, t3 ∈ J be arbitrary. Then, according to (11), we obtain

|x(t3)− x(t2)| ≤ |ẋ(t0)| · |t3 − t2|

+

∣∣∣∣∫ t3

t0
(t3 − s) · G(s, x(s), ẋ(s), q(s), q̇(s))ds−

∫ t2

t0
(t2 − s) · G(s, x(s), ẋ(s), q(s), q̇(s))ds

∣∣∣∣
= |ẋ(t0)| · |t3 − t2|

+

∣∣∣∣∫ t3

t0
(t3 − s) · G(s, x(s), ẋ(s), q(s), q̇(s))ds−

∫ t3

t0
(t2 − s) · G(s, x(s), ẋ(s), q(s), q̇(s))ds

+

∫ t3

t0
(t2 − s) · G(s, x(s), ẋ(s), q(s), q̇(s))ds−

∫ t2

t0
(t2 − s) · G(s, x(s), ẋ(s), q(s), q̇(s))ds

∣∣∣∣
≤ |ẋ(t0)| · |t3 − t2|

+

∣∣∣∣∫ t3

t0
(t3 − t2) · G(s, x(s), ẋ(s), q(s), q̇(s))ds

∣∣∣∣+ ∣∣∣∣∫ t2

t3
(t2 − s) · G(s, x(s), ẋ(s), q(s), q̇(s))ds

∣∣∣∣
≤ |ẋ(t0)| · |t3 − t2|

+

∫ t3

t0
|t3 − t2| · |G(s, x(s), ẋ(s), q(s), q̇(s))|ds+

∣∣∣∣∫ t2

t3
|t2 − s| · |G(s, x(s), ẋ(s), q(s), q̇(s))|ds

∣∣∣∣
≤ M1 · |t3 − t2| +

∫ t3

t0
|t3 − t2| · α(s) ds+

∣∣∣∣∫ t2

t3
|t2 − s| · α(s)ds

∣∣∣∣ . (14)

Moreover, according to (8), we have

|ẋ(t3)− ẋ(t2)| ≤
∣∣∣∣∫ t3

t0
G(s, x(s), ẋ(s), q(s), q̇(s))ds−

∫ t2

t0
G(s, x(s), ẋ(s), q(s), q̇(s))ds

∣∣∣∣
≤

∣∣∣∣∫ t2

t3
|G(s, x(s), ẋ(s), q(s), q̇(s))|ds

∣∣∣∣ ≤ ∣∣∣∣∫ t2

t3
α(s)ds

∣∣∣∣ . (15)

Taking into account estimates (14) and (15), x and ẋ are equi-continuous, for each x ∈ T(Q ), because α(·) ∈ L1(J,R). Thus,
T(Q ) is relatively compact.
We now show that the graph of the operator T is closed. Let {(qk, xk)} ⊂ ΓT be such that {(qk, q̇k, xk)} → (q, q̇, x),where

q ∈ Q . For all k ∈ N and a.a. t ∈ [t0, t1],we have

|ẋk(t)| ≤ |ẋk(t0)| +
∫ t

t0
|G(s, xk(s), ẋk(s), qk(s), q̇k(s))|ds ≤ |ẋk(t0)| +

∫ t

t0
α(s)ds.

From condition (iii), it follows that there exists a constant K[t0,t1] such that∫ t1

t0
α(s)ds ≤ K[t0,t1].

Therefore, for all k ∈ N and for a.a. t ∈ [t0, t1],

|ẋk(t)| ≤ |ẋk(t0)| +
∫ t1

t0
α(s)ds ≤ M1 + K[t0,t1], (16)
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according to assumption (ii). By conditions (iii) and (16), the sequence {yk := ẋk} satisfies assumptions of Lemma 1.
Thus, applying Lemma 1 to the sequence {yk := ẋk}, we get that there exists a subsequence of {ẋk}, for the sake of

simplicity denoted in the sameway as the sequence, which converges uniformly to ẋ on [t0, t1] and such that {ẍk} converges
weakly to ẍ in L1([t0, t1], Rn).
If we set zk := (xk, yk), then żk = (ẋk, ẏk) = (ẋk, ẍk)→ (ẋ, ẍ)weakly in L1([t0, t1], Rn). Let us now consider the system

żk(t) ∈ H(t, zk(t), qk(t), q̇k(t)), for a.a. t ∈ [t0, t1], (17)

where żk(t) = (ẋk(t), ẏk(t)) and H(t, zk(t), qk(t), q̇k(t)) = (yk(t),G(t, xk(t), ẋk(t), qk(t), q̇k(t))).
Applying Lemma 3, for fi := żk, f := (ẋ, ẍ), xi := (zk, qk, q̇k), it follows that

(ẋ(t), ẍ(t)) ∈ H(t, x(t), ẋ(t), q(t), q̇(t)),

for a.a. t ∈ [t0, t1], i.e.

ẍ(t) ∈ G(t, x(t), ẋ(t), q(t), q̇(t)), for a.a. t ∈ [t0, t1].

Condition (iv) implies that x ∈ S, and therefore ΓT is closed. Moreover, it immediately follows from Proposition 1 that the
operator T is u.s.c.
Since T is a compact mapping, T(q) is, for each q ∈ Q , a relatively compact set. Moreover, the operator T has a closed

graph which implies that T(q) is, for each q ∈ Q , closed, and therefore T has compact values. �

Remark 2. Sometimes, the estimate for the solution can imply the one for its derivative, provided the right-hand side
(shortly, r.h.s.) of a given inclusion satisfies suitable growth restrictions. For instance, if the r.h.s. is entirely bounded by
a constant, then the boundedness of derivatives follows from the boundedness of solutions by means of the well-known
Landau inequality:

|ẋ(t)| ≤ 2 [|x(t)||ẍ(t)|]
1
2 .

The same conclusion holds if, more generally, the r.h.s. satisfies the Bernstein–Nagumo type condition. For more details
about these conditions, see, e.g., [11] for periodic b.v.p., [18] for Sturm–Liouville b.v.p. or [34] for Dirichlet b.v.p.

As the main result of this section, we can now formulate the following theorem ensuring the existence of a solution of
the boundary value problem (5).

Theorem 1. Let us consider the boundary value problem (5), where J = [t0, t1] is a compact interval, F : J × Rn × Rn ( Rn is
a multivalued upper-Carathéodory mapping and S is a subset of AC1(J,Rn).
Let G : J × Rn × Rn × Rn × Rn × [0, 1] ( Rn be an upper-Carathéodory map such that

G(t, c, d, c, d, 1) ⊂ F(t, c, d), for all (t, c, d) ∈ J × Rn × Rn, (18)

and assume that

(i) there exists a retract Q of C1(J,Rn) such that Q\∂Q is nonempty and a closed subset S1 of S such that the associated problem

ẍ(t) ∈ G(t, x(t), ẋ(t), q(t), q̇(t), λ), for a.a. t ∈ J, x ∈ S1 (19)

is solvable with an Rδ-set of solutions, for each (q, λ) ∈ Q × [0, 1],
(ii) there exists a nonnegative, integrable function α : J → R such that

|G(t, x(t), ẋ(t), q(t), q̇(t), λ)| ≤ α(t), a.e. in J,

for any (q, λ, x) ∈ ΓT, where T denotes the multivalued mapping which assigns to any (q, λ) ∈ Q × [0, 1] the set of
solutions of (19),

(iii) T(Q × {0}) ⊂ Q ,
(iv) there exist constants M0 > 0, M1 > 0 such that |x(t0)| ≤ M0 and |ẋ(t0)| ≤ M1, for any x ∈ T(Q × [0, 1]),
(v) the solution map T has no fixed points on the boundary ∂Q of Q , for every (q, λ) ∈ Q × [0, 1].

Then problem (5) has a solution.

Proof. At first, we show that all assumptions of Proposition 4 are satisfied. Conditions (i), (ii) and (iv) guarantee the
assumptions (i), (ii) and (iii) of Proposition 4.
Let {(qk, λk, xk)} ⊂ ΓT, {(qk, λk, xk)} → (q, λ, x), (q, λ) ∈ Q × [0, 1] be arbitrary. Then, since xk ∈ S1, xk → x and S1 is

closed, it holds that x ∈ S1. Therefore, assumption (iv) fromProposition 4 is satisfied aswell. Thus,T : Q×[0, 1] ( C1(J,Rn)
is, according to Proposition 4, a compact u.s.c. mapping with compact values. Moreover, according to assumptions (i) and
(v), T has Rδ-values and it does not have fixed points on the boundary of Q .
Since Q is a retract of the space C1(J,Rn), there exists an extension T̃ : C1(J,Rn) × [0, 1] ( C1(J,Rn) of mapping

T : Q × [0, 1] ( C1(J,Rn). Precisely, T̃ can be defined in such a way that it is a compact u.s.c. mapping with Rδ-values
without any fixed points on ∂Q and such that T̃|Q×[0,1] = T and T̃(C1(J,Rn), {0}) ⊂ Q .
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Since T̃ is a homotopy, we obtain, using the homotopy property of the index (cf. condition (iii) in Proposition 3), for
X = C1(J,Rn), D = int Q and H(·, ··) = T̃(·, ··), that

ind(T̃(·, 1), C1(J,Rn), intQ ) = ind(T̃(·, 0), C1(J,Rn), int Q ).

Moreover, thanks to the contraction property of the index (cf. condition (v) in Proposition 3), for X = C1(J,Rn), X ′ =
Q ,D = int Q and G(·) = T̃(·, 0),we have

ind(T̃(·, 0), C1(J,Rn), intQ ) = ind(T(·, 0),Q , int Q ).

Using the localization property of the index (cf. condition (ii) in Proposition 3), for D = D′ = int Q , X = Q and
G(·) = T(·, 0),we get

ind(T(·, 0),Q , int Q ) = ind(T(·, 0)|int Q ,Q , int Q ).

Applying the localization property once again, this time for D′ = int Q , D = X = Q and G(·) = T(·, 0),we obtain

ind(T(·, 0)|int Q ,Q , int Q ) = ind(T(·, 0),Q ,Q ).

SinceQ is a retract of the Banach space C1(J,Rn), i.e. an AR-space, andT(·, 0) is a compact, u.s.c. mappingwith Rδ-values,
we arrive at

ind(T̃(·, 1), C1(J,Rn), int Q ) = ind(T(·, 0),Q ,Q ) = Λ(T(·, 0)) = 1.

Existence property of the index (cf. condition (i) in Proposition 3) implies that there exists a fixed point of T̃(·, 1) in intQ ,
i.e a fixed point of T(·, 1). By inclusion (18), it is a solution of problem (5) which completes the proof. �

Remark 3. The condition thatQ is a retract of C1(J,Rn) in Theorem1 can be replaced by an assumption thatQ is an absolute
neighborhood retract and ind(T(·, 0),Q ,Q ) 6= 0. It is therefore possible to assume alternatively that Q is a retract of a
convex subset of C1(J,Rn) or of an open subset of C1(J,Rn) together with ind(T(·, 0),Q ,Q ) 6= 0.

Remark 4. It can be readily checked that the assumption of Theorem 1 concerning Rδ-values can be replaced by any of its
particular cases in (4). Moreover, for Dirichlet problems, explicit conditions were obtained in [14], and still improved in [35],
for the topological structure of solutions to (19) to be a compact AR-space.

The following corollary deals with the special case when S1 ⊂ S ∩ Q .

Corollary 1. Let us consider the boundary value problem (5), where J = [t0, t1] is a given compact interval, F : J×Rn×Rn ( Rn
is a multivalued upper-Carathéodory mapping and S is a subset of AC1(J,Rn).
Let G : J × Rn × Rn × Rn × Rn ( Rn be an upper-Carathéodory map such that

G(t, c, d, c, d) ⊂ F(t, c, d), for all (t, c, d) ∈ J × Rn × Rn, (20)

and assume that

(i) there exists a retract Q of C1(J,Rn) such that the associated problem

ẍ(t) ∈ G(t, x(t), ẋ(t), q(t), q̇(t)), for a.a. t ∈ J, x ∈ S ∩ Q (21)

is solvable with an Rδ-set of solutions, for each q ∈ Q ,
(ii) there exists a nonnegative, integrable function α : J → R such that

|G(t, x(t), ẋ(t), q(t), q̇(t))| ≤ α(t), a.e. in J,

for any (q, x) ∈ ΓT, where T denotes the multivalued map which assigns to any q ∈ Q the set of solutions of (21),
(iii) T(Q ) ⊂ S,
(iv) there exist constants M0 > 0, M1 > 0 such that |x(t0)| ≤ M0 and |ẋ(t0)| ≤ M1, for any x ∈ T(Q ).

Then problem (5) has a solution.

Proof. Let T : Q ( S ∩ Q be the solution operator defined as in Proposition 4. Conditions (i), (ii) and (iv) guarantee the
assumptions (i)–(iii) of Proposition 4. Since T(Q ) ⊂ S, hypothesis (iv) of Proposition 4 is satisfied as well. Hence, T is,
according to Proposition 4 and assumption (i), a compact u.s.c. mapping with Rδ-values. Moreover, since T : Q ( Q , where
Q is an AR-space, the generalized Lefschetz number satisfiesΛ(T) = 1 (cf. Remark 1). Applying the Lefschetz Theorem (cf.,
e.g., [2, p. 96]), we conclude that T has a fixed point which is, by inclusion (20), a solution of problem (5). �

Remark 5. Let us note that in the single-valued case of ordinary differential equations, it is sufficient to assume in
Theorem 1(i) and Corollary 1(i) that the related linearized problems are uniquely solvable.
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4. Bound sets for Floquet problem

In this section, we are interested in constructing a Liapunov-like function V , usually called a bounding function,
guaranteeing suitable transversality conditions which assure that there does not exist a solution of the boundary value
problem lying in a closed set K and being tangential at some point of the boundary ∂K of K .
Let us consider the Floquet boundary value problem

ẍ(t)+ A(t)ẋ(t)+ B(t)x(t) ∈ F(t, x(t), ẋ(t)), for a.a. t ∈ [t0, t1], (22)
x(t1) = Mx(t0), (23)
ẋ(t1) = Nẋ(t0),

where

(i) A, B : [t0, t1] → Rn × Rn are Lebesque integrable matrix functions,
(ii) F : [t0, t1] × Rn × Rn ( Rn is an upper-Carathéodory multivalued mapping,
(iii) M and N are real n× nmatrices withM non-singular.

Let K ⊂ Rn be a nonempty open set and let V : Rn → R be a continuous function satisfying

(H1) V |∂K = 0,
(H2) V (x) ≤ 0, for all x ∈ K .

Definition 1. A nonempty open set K ⊂ Rn is called a bound set for the b.v.p. (22) and (23) if every solution x of (22) and
(23) such that x(t) ∈ K , for each t ∈ [t0, t1], does not satisfy x(t∗) ∈ ∂K , for any t∗ ∈ [t0, t1].

Proposition 5. Let K ⊂ Rn be a nonempty open set, F : [t0, t1]×Rn×Rn ( Rn be an upper-Carathéodorymultivaluedmapping
and let A and B be integrable matrix functions. Let M and N be real n×nmatrices withM non-singular and such that M∂K = ∂K .
Assume that there exists a function V ∈ C1(Rn,R)with∇V locally Lipschitzian and satisfying conditions (H1) and (H2). Suppose,
moreover, that there exists ε > 0 such that, for all x ∈ K ∩ Nε(∂K), t ∈ (t0, t1) and v ∈ Rn, the following condition

lim sup
h→0−

〈∇V (x+ hv), v + hw〉 − 〈∇V (x), v〉
h

> 0 (24)

holds, for allw ∈ F(t, x, v)− A(t)v − B(t)x, and that

〈∇V (My),Nw〉 · 〈∇V (y), w〉 > 0, or 〈∇V (My),Nw〉 = 〈∇V (y), w〉 = 0, (25)

for all y ∈ ∂K and w ∈ Rn. Then all possible solutions x : [t0, t1] → K of problem (22) and (23) are such that x(t) ∈ K , for
every t ∈ [t0, t1], i.e. K is a bound set for the Floquet problem (22) and (23).

Proof. Let x : [t0, t1] → K be a solution of problem (22) and (23). We assume, by a contradiction, that there exists
t∗ ∈ [t0, t1] such that x(t∗) ∈ ∂K . According to the boundary condition (23) and sinceM∂K = ∂K , we can take, without any
loss of generality, t∗ ∈ (t0, t1].
Since ∇V is locally Lipschitzian, there exist a bounded set U ⊂ Rn with x(t∗) ∈ U and a constant L > 0 such that ∇V |U

is Lipschitzian with constant L. Let δ > 0 be such that x(t) ∈ U ∩ Nε(∂K), for each t ∈ [t∗ − δ, t∗].
Let us define the function g : [t0, t1] → R by the following formula: g(t) := V (x(t)). According to the regularity

properties of x and V , g ∈ C1([t0, t1],R). Since g(t∗) = 0 and g(t) ≤ 0, for all t ∈ [t0, t1], t∗ is a local maximum point for g.
Therefore, ġ(t∗) ≥ 0 and ġ(t∗) = 0when t∗ ∈ (t0, t1).Moreover, there exists a point t∗∗ ∈ (t∗−δ, t∗) such that ġ(t∗∗) ≥ 0.
According to boundary conditions, if t∗ = t1, then also x(t0) ∈ ∂K and

ġ(t0) = 〈∇V (x(t0)), ẋ(t0)〉 ≤ 0.

Moreover, since x(t1) = Mx(t0) and ẋ(t1) = Nẋ(t0), we have

ġ(t1) = 〈∇V (x(t1)), ẋ(t1)〉 = 〈∇V (Mx(t0)),Nẋ(t0)〉 ≥ 0.

Condition (25) then implies

〈∇V (x(t0)), ẋ(t0)〉 = 〈∇V (Mx(t0)),Nẋ(t0)〉 = 0.

This is equivalent to ġ(t0) = ġ(t1) = 0.
Since ġ(t) = 〈∇V (x(t)), ẋ(t)〉, where ∇V (x(t)) is locally Lipschitzian and ẋ(t) is absolutely continuous on [t∗ −

δ, t∗], g̈(t) exists, for a.a. t ∈ [t∗ − δ, t∗]. Consequently,

0 ≥ −ġ(t∗∗) = ġ(t∗)− ġ(t∗∗) =
∫ t∗

t∗∗
g̈(s)ds. (26)
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Let t ∈ (t∗∗, t∗) be such that g̈(t) and ẍ(t) exist. Then,

lim
h→0

ẋ(t + h)− ẋ(t)
h

= ẍ(t)

and, therefore, there exists a function a(h), a(h)→ 0 as h→ 0, such that, for each h,

ẋ(t + h) = ẋ(t)+ h[ẍ(t)+ a(h)]. (27)

Moreover, since x ∈ C1([t0, t1],Rn), there exists a function b(h), b(h)→ 0 as h→ 0, such that, for each h,

x(t + h) = x(t)+ h[ẋ(t)+ b(h)]. (28)

Consequently, we obtain

g̈(t) = lim
h→0

ġ(t + h)− ġ(t)
h

= lim sup
h→0−

ġ(t + h)− ġ(t)
h

= lim sup
h→0−

〈∇V (x(t + h)), ẋ(t + h)〉 − 〈∇V (x(t)), ẋ(t)〉
h

= lim sup
h→0−

〈∇V (x(t)+ h[ẋ(t)+ b(h)]), ẋ(t)+ h[ẍ(t)+ a(h)]〉 − 〈∇V (x(t)), ẋ(t)〉
h

≥ lim sup
h→0−

〈∇V (x(t)+ hẋ(t)), ẋ(t)+ h[ẍ(t)+ a(h)]〉 − 〈∇V (x(t)), ẋ(t)〉
h

− L · |b(h)| · |ẋ(t)+ h[ẍ(t)+ a(h)]|

= lim sup
h→0−

〈∇V (x(t)+ hẋ(t)), ẋ(t)+ hẍ(t)〉 − 〈∇V (x(t)), ẋ(t)〉
h

− L · |b(h)| · |ẋ(t)+ h[ẍ(t)+ a(h)]| + 〈∇V (x(t)+ hẋ(t)), a(h)〉 .

Since

〈∇V (x(t)+ hẋ(t)), a(h)〉 − L · |b(h)| · |ẋ(t)+ h[ẍ(t)+ a(h)]| → 0 as h→ 0,

g̈(t) ≥ lim sup
h→0−

〈∇V (x(t)+ hẋ(t)), ẋ(t)+ hẍ(t)〉 − 〈∇V (x(t)), ẋ(t)〉
h

> 0,

according to assumption (24), which leads to a contradiction with the inequality (26). �

Remark 6. If condition (24) is replaced by the following one

lim sup
h→0+

〈∇V (x+ hv), v + hw〉 − 〈∇V (x), v〉
h

> 0, (29)

for all x ∈ K ∩ Nε(∂K), t ∈ (t0, t1), v ∈ Rn and w ∈ F(t, x, v) − A(t)v − B(t)x, while all the other assumptions of
Proposition 5 remain valid, then the same conclusion holds.
In this case, in fact, we can take, without any loss of generality, t∗ ∈ [t0, t1). By a similar reasoning as in the proof of

Proposition 5, we are able to find a point t∗∗∗ ∈ (t∗, t∗ + δ) such that ġ(t∗∗∗) ≤ 0.
Consequently,

0 ≥ ġ(t∗∗∗) = ġ(t∗∗∗)− ġ(t∗) =
∫ t∗∗∗

t∗
g̈(s)ds. (30)

Let t ∈ (t∗, t∗∗∗) be such that g̈(t) and ẍ(t) exist. Using the same procedure as before, we can prove that

g̈(t) ≥ lim sup
h→0+

〈∇V (x(t)+ hẋ(t)), ẋ(t)+ hẍ(t)〉 − 〈∇V (x(t)), ẋ(t)〉
h

> 0,

which leads to a contradiction with the inequality (30).

Definition 2. A function V : Rn → R from Proposition 5 satisfying conditions (H1), (H2), (25) and at least one of conditions
(24) and (29) is called a bounding function for the set K relative to (22) and (23).

In the case when V ∈ C2(Rn,R), g̈(t) = 〈HV (x(t))ẋ(t), ẋ(t)〉 + 〈∇V (x(t)), ẍ(t)〉, where H denotes the Hesse second-
order differential operator, and the following corollary immediately follows.
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Corollary 2. Let K ⊂ Rn be a nonempty open set, F : [t0, t1] ×Rn ×Rn ( Rn be an upper-Carathéodory multivalued mapping
and let A and B be integrable matrix functions. Let M and N be real n×nmatrices withM non-singular and such that M∂K = ∂K .
Assume that there exists a function V ∈ C2(Rn,R) satisfying conditions (H1) and (H2). Moreover, assume that there exists ε > 0
such that, for all x ∈ K ∩ Nε(∂K), t ∈ (t0, t1) and v ∈ Rn, condition

〈HV (x)v, v〉 + 〈∇V (x), w〉 > 0

holds, for allw ∈ F(t, x, v)− A(t)v − B(t)x, and that

〈∇V (My),Nw〉 · 〈∇V (y), w〉 > 0, or 〈∇V (My),Nw〉 = 〈∇V (y), w〉 = 0,

for all y ∈ ∂K andw ∈ Rn. Then K is a bound set for problem (22) and (23).

Let us now consider the case when, instead of one bounding function V : Rn → R, there exists a one-parametric family
of functions Vξ : Rn → R, ξ ∈ ∂K , satisfying

(H1′) Vξ (ξ) = 0, for all ξ ∈ ∂K ,
(H2′) Vξ (x) ≤ 0, for all x ∈ K ,where x is located in a neighborhood of ξ .

In such a case, the proofs remain almost the same,when replacingV byVx(t∗), andProposition 5 canbe easily reformulated
as follows.

Corollary 3. Let K ⊂ Rn be a nonempty open set, F : [t0, t1] × Rn × Rn ( Rn be an upper-Carathéodory multivalued
mapping and let A and B be integrable matrix functions. Let M and N be real n × n matrices with M non-singular and such
that M∂K = ∂K . Assume that, for each ξ ∈ ∂K , there exists a function Vξ ∈ C1(Rn,R) with ∇Vξ locally Lipschitzian and
satisfying conditions (H1′) and (H2′). Moreover, let〈

∇VMy(My),Nw
〉
·
〈
∇Vy(y), w

〉
> 0, or

〈
∇VMy(My),Nw

〉
=
〈
∇Vy(y), w

〉
= 0, (31)

for all y ∈ ∂K and w ∈ Rn. Furthermore, assume that, for all Vξ , ξ ∈ ∂K , x ∈ K with x in a neighborhood of ξ, t ∈ (t0, t1) and
v ∈ Rn, condition

lim sup
h→0−

〈∇Vξ (x+ hv), v + hw〉 − 〈∇Vξ (x), v〉
h

> 0 (32)

holds, for allw ∈ F(t, x, v)− A(t)v − B(t)x. Then K is a bound set for problem (22) and (23).

Remark 7. Let us note that it is obviously possible to replace condition (32) of the previous corollary by the following one

lim sup
h→0+

〈∇Vξ (x+ hv), v + hw〉 − 〈∇Vξ (x), v〉
h

> 0, (33)

where x, ξ , v andw are the same as in Corollary 3.

Definition 3. A function Vξ : Rn → R from Corollary 3 satisfying conditions (H1′), (H2′), (31) and at least one of conditions
(32) and (33) is called a bounding functionfor the set K at ξ relative to (22) and (23).

We now supply illustrating examples and demonstrate how conditions ensuring the existence of a bound set change in
particular cases.

Example 1. Given R > 0, put

K = {x ∈ Rn | |x| < R}.

Let the function V : Rn → R be defined, for all x ∈ K , as follows:

V (x) =
1
2

(
|x|2 − R2

)
. (34)

Then V satisfies conditions (H1) and (H2), because

V (ξ) = 0

and

V (x) ≤ 0,

for all ξ ∈ ∂K and all x ∈ K .Moreover, for each x ∈ Rn,

∇V (x) = x
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and

HV (x) = I,

where I denotes the unit matrix.
Therefore, condition (24) can be reformulated in the following way: there exists ε > 0 such that, for all x ∈ K ∩

Nε(∂K), t ∈ (t0, t1) and v ∈ Rn, the inequality

〈v, v〉 + 〈x, w〉 > 0

holds, for allw ∈ F(t, x, v)− A(t)v − B(t)x.

Example 2. Let K ⊂ Rn be convex. Geometrically, it means that, for each ξ ∈ ∂K , there exist an outer normal nξ , not
necessarily unique, and a neighborhood Uξ of ξ such that

〈nξ , (x− ξ)〉 ≤ 0,

for each x ∈ Uξ ∩ K .
Let, for each ξ ∈ ∂K , Vξ : Rn → R be the C2-function defined, for each x ∈ K , by

Vξ (x) = 〈nξ , (x− ξ)〉.

It follows immediately that Vξ satisfies, for each ξ ∈ ∂K , conditions (H1′) and (H2′).
Moreover, for each ξ ∈ ∂K ,

∇Vξ (x) = nξ

and

HVξ (x) = 0.

Therefore, condition (32) takes the following form: for all Vξ , ξ ∈ ∂K , x ∈ K with x in a neighborhood of ξ, t ∈ (t0, t1) and
v ∈ Rn, the inequality

〈nξ , w〉 > 0

holds, for allw ∈ F(t, x, v)− A(t)v − B(t)x.

Remark 8. Let us note that condition (25) depends both on the boundary conditions (23) and on the gradient ∇V of the
bounding function V . In particular, (25) is trivially satisfied ifM = N = I , where I denotes the n× n unit matrix. This case
corresponds to the investigation of periodic solutions of the inclusion (22).
In the case if My = my and Nw = nw, for all y, w ∈ Rn, where m, n ∈ R, and if V is defined by formula (34), it is easy

to see that condition (25) is satisfied if and only ifmn > 0.

5. Floquet boundary value problem

In this section, we investigate the boundary value problem (22) and (23) when combining the bound sets approach,
developed in the previous section, with the continuation principle from Section 3.
For the main result concerning the existence of a solution of the second-order Floquet problem, we need to ensure that

a set Q ⊂ C1([t0, t1],Rn) is a retract of the space C1([t0, t1],Rn) and also that no solution of the given b.v.p. is located on
∂Q . Firstly, we show that if Q is defined as follows

Q := {q ∈ C1([t0, t1],Rn) | q(t) ∈ K , for all t ∈ [t0, t1]} (35)

and if all assumptions of Proposition 5 are satisfied, then no solution of the boundary value problem (22) and (23) belongs
to ∂Q .

Proposition 6. Let K ⊂ Rn be a nonempty open bounded set, F : [t0, t1]×Rn×Rn ( Rn be an upper-Carathéodorymultivalued
mapping and let A and B be integrable matrix functions. Let M and N be real n× n matrices with M non-singular and such that
M∂K = ∂K . Furthermore, let Q ⊂ C1([t0, t1],Rn) be defined by formula (35). Assume that there exists a function V ∈ C1(Rn,R)
with ∇V locally Lipschitzian and satisfying conditions (H1) and (H2). Suppose, moreover, that there exists ε > 0 such that, for
every x ∈ K ∩ Nε(∂K), t ∈ (t0, t1) and v ∈ Rn, condition (24) holds, for allw ∈ F(t, x, v)− A(t)v− B(t)x, and that condition
(25) holds, for all y ∈ ∂K andw ∈ Rn. Then problem (22) and (23) has no solution on ∂Q .
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Proof. Let x be a solution of problem (22) and (23). At first, we will show that

x ∈ ∂Q ⇒ ∃tx ∈ [t0, t1] such that x(tx) ∈ ∂K .

For this purpose, assume that x(t) ∈ K , for each t ∈ [t0, t1], and define the function d : [t0, t1] → [0,∞) in the following
way

d(t) := dist(x(t), ∂K).

Let t∗ ∈ [t0, t1] be arbitrary and let {tk}∞k=1 ⊂ [t0, t1] be a sequence converging to t
∗ such that d(tk) converges to a real

number l.
Since K is bounded, ∂K is compact. Therefore, for each k ∈ N, there exists yk ∈ ∂K such that

d(tk) = |x(tk)− yk|,

and the sequence {yk}∞k=1 has a subsequence, for the sake of simplicity denoted in the same way as the sequence, which
converges to a point y0 ∈ ∂K . Since yk → y0, tk → t∗ and d(tk)→ l,

l = |x(t∗)− y0| ≥ d(t∗),

according to the definition of function d.
This means that d is a lower semi-continuous function on [t0, t1] in a single-valued sense, i.e., for each t∗ ∈ [t0, t1] and

each ε > 0, there exists a neighborhood U of t∗ such that d(t) > d(t∗) − ε, for all t ∈ U . Therefore, d has on [t0, t1] its
minimum d0. Since x(t) ∈ K , for each t ∈ [t0, t1], d0 must be positive. Hence, for each t ∈ [t0, t1], B(x(t), d0) := {y ∈ Rn |
|y− x(t)| < d0} ⊂ K , and therefore, for all y ∈ C1([t0, t1],Rn) satisfying |y(t)− x(t)| < d0, for all t ∈ [t0, t1], it holds that
y ∈ Q . Thus, x ∈ Int Q .
Let us now consider a function x : [t0, t1] → K in ∂Q . As a consequence of the first part of the proof, there must exist a

point tx ∈ [t0, t1] such that x(tx) ∈ ∂K . But then x cannot be a solution of problem (22) and (23), according to Proposition 5.
�

Asmentioned before, we are also interested in conditions imposed on the set K ensuring that the set Q ⊂ C1([t0, t1],Rn)
is a retract of the Banach space C1([t0, t1],Rn).

Lemma 4. Let K ⊂ Rn be a nonempty open set whose closure K is a retract of Rn. Then the set Q defined by formula (35) is a
retract of the space C1([t0, t1],Rn).

Proof. Since K is a retract of Rn, there exists a continuous function Φ : Rn → K satisfying Φ(x) = x, for each x ∈ K . Let
us define a function Φ̃ : C1([t0, t1],Rn) → Q in the following way: for each x ∈ C1([t0, t1],Rn), put Φ̃(x) = x̃, where
x̃ : [t0, t1] → K satisfies

x̃(t) = Φ(x(t)),

for every t ∈ [t0, t1].
From the definition of Q and the properties of Φ it immediately follows that Φ̃ is well defined and that Φ̃(q) = q, for

each q ∈ Q . Let {xk}∞k=1 ⊂ C
1([t0, t1],Rn) converges to x ∈ C1([t0, t1],Rn). Since Φ is continuous, {Φ̃(xk)}∞k=1 converges to

Φ̃(x) in C1([t0, t1],Rn). Therefore, Φ̃ is continuous and Q is a retract of C1([t0, t1],Rn). �

Remark 9. The set Q defined by formula (35) is an example of an AR-space, because it is a retract of the Banach space
C1([t0, t1],Rn).

Now, let us specify problem (5) as the Floquet b.v.p. (22) and (23). Under appropriate assumptions imposed on F , A, B,M
and N, we will prove its solvability by means of a continuation principle developed in the form of Theorem 1. Defining the
set Q of candidate solutions by formula (35), we are able to verify, for each (q, λ) ∈ [0, 1)× Q , the transversality condition
(v) of Theorem 1.

Theorem 2. Let us consider the boundary value problem (22) and (23), where F : [t0, t1] × Rn × Rn ( Rn is an upper-
Carathéodory mapping, A, B are integrable matrix functions which satisfy |A(t)| ≤ a(t) and |B(t)| ≤ b(t), for all t ∈ [t0, t1] and
suitable integrable functions a, b : [t0, t1] → [0,∞). Let M and N be real n × n matrices with M non-singular and such that
M∂K = ∂K .
Furthermore, assume that

(i) there exists a nonempty open bounded set K ⊂ Rn whose closure K is a retract of Rn,
(ii) there exists an upper-Carathéodory mapping G : [t0, t1] × Rn × Rn × Rn × Rn × [0, 1]( Rn such that

G(t, c, d, c, d, 1) ⊂ F(t, c, d), for all (t, c, d) ∈ [t0, t1] × Rn × Rn,

(iii) G(t, ·, ·, r1, r2, λ) is Lipschitzian with a sufficiently small Lipschitz constant, for each t ∈ [t0, t1], r1 ∈ K , r2 ∈ Rn and
λ ∈ [0, 1],



J. Andres et al. / Nonlinear Analysis 71 (2009) 28–44 41

(iv) there exists a nonnegative, integrable function α : [t0, t1] → R such that

|G(t, x(t), ẋ(t), q(t), q̇(t), λ)| ≤ α(t), a.e. in [t0, t1],

for each (q, λ, x) ∈ ΓT, where Q is defined by formula (35) and T denotes the multivalued mapping which assigns to any
(q, λ) ∈ Q × [0, 1] the set of solutions of

ẍ(t)+ A(t)ẋ(t)+ B(t)x(t) ∈ G(t, x(t), ẋ(t), q(t), q̇(t), λ), for a.a. t ∈ [t0, t1], (36)
x(t1) = Mx(t0),
ẋ(t1) = Nẋ(t0),

(v) the associated homogenous problem

ẍ(t)+ A(t)ẋ(t)+ B(t)x(t) = 0, for a.a. t ∈ [t0, t1],
x(t1) = Mx(t0),
ẋ(t1) = Nẋ(t0)

has only the trivial solution,
(vi) T(Q × {0}) ⊂ Q ,
(vii) there exists a function V ∈ C1(Rn,R) with ∇V locally Lipschitzian satisfying conditions (H1) and (H2) such that
〈∇V (My),Nw〉 · 〈∇V (y), w〉 > 0, or 〈∇V (My),Nw〉 = 〈∇V (y), w〉 = 0, for all y ∈ ∂K andw ∈ Rn,

(viii) there exists ε > 0 such that, for all λ ∈ [0, 1), x ∈ K ∩ Nε(∂K), t ∈ (t0, t1) and y ∈ Rn, the following condition

lim sup
h→0−

〈∇V (x+ hy), y+ hw〉 − 〈∇V (x), y〉
h

> 0 (37)

holds, for allw ∈ G(t, x, y, x, y, λ)− A(t)y− B(t)x.

Then problem (22) and (23) has a solution in Q .

Proof. Wewill check that all the assumptions of Theorem 1 are satisfied. Since A and B are integrable matrix functions and
G is an upper-Carathéodorymapping, G(t, x, ẋ, q, q̇, λ)−A(t)ẋ−B(t)x is also an upper-Carathéodorymultivaluedmapping,
for each (q, λ) ∈ Q × [0, 1].
Problem (36) is equivalent to the following first-order problem:

ξ̇ (t)+ C(t)ξ(t) ∈ H(t, ξ(t), q(t), q̇(t), λ), for a.a. t ∈ [t0, t1], (38)
ξ(t1) = Dξ(t0),

where

ξ2n×1 = (x, y)T = (x, ẋ)T,

C(t)2n×2n =
(
0 −I
B(t) A(t)

)
,

D2n×2n =
(
M 0
0 N

)
and

H(t, ξ , q, q̇, λ) = (0,G(t, x, y, q, q̇, λ))T.

According to assumption (v), the associated homogenous problem to (38)

ξ̇ (t)+ C(t)ξ(t) = 0, for a.a. t ∈ [t0, t1],
ξ(t1) = Dξ(t0),

has only the trivial solution. Moreover, the multivalued mapping H : [t0, t1] × R4n × [0, 1] ( R2n has the same properties
as mapping G, i.e. it is an upper-Carathéodory mapping and there exists a sufficiently small constant L > 0 such that, for
each r1 ∈ K , r2 ∈ Rn and λ ∈ [0, 1],

dH(H(t, ξ1, r1, r2, λ),H(t, ξ2, r1, r2, λ)) ≤ L · |ξ1 − ξ2|,

for a.a. t ∈ [t0, t1] and every ξ1, ξ2 ∈ R2n. It is easy to see that |C(t)| ≤ a(t)+ b(t), for all t ∈ [t0, t1]. Therefore, we are able
to apply, for each (q, λ) ∈ Q ×[0, 1], Theorem 4 in [9] (for α(t) ≡ t, Lξ = ξ(t1)−Dξ(t0), θ = 0) to problem (38) (see also
Theorem 3.3.8 in [2]) and obtain its solvability with a compact AR-space of solutions. Since a Cartesian product of two sets
is an AR-space if and only if both sets are AR-spaces (see, e.g., [13, p. 92]), it follows that the set of solutions of problem (36)
must be also a compact AR-space and, in particular, an Rδ-set (cf. (4)), as required.
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Let us denote by X the set of all solutions of the b.v.p. (38), for any choice of q ∈ Q and λ ∈ [0, 1], and let ξ ∈ X be
arbitrary. Since ξ is a solution of problem (38), there exists h ∈ L1([t0, t1],R2n) such that

h(t) ∈ H(t, ξ(t), q(t), q̇(t), λ), for a.a. t ∈ [t0, t1], (39)

and that

ξ̇ (t)+ C(t)ξ(t) = h(t), for a.a. t ∈ [t0, t1], (40)

ξ(t1) = Dξ(t0).

Let us define

Y :=
{
ĥ(t) =

∫ t

t0
h(s)ds | h(·) satisfies (39) and (40), for some ξ ∈ X

}
.

We now show that, according to condition (iv) in Theorem 2 (and the definition of H), the set Y ⊂ C([t0, t1],R2n) is
bounded and equi-continuous. In fact, for each ĥ ∈ Y , it holds that

|ĥ(t)| =
∣∣∣∣∫ t

t0
h(s)ds

∣∣∣∣ ≤ ∫ t

t0
α(s) ds ≤

∫ t1

t0
α(s)ds, for all t ∈ [t0, t1],

i.e. Y is bounded.
Now, let us take t, t̂ ∈ [t0, t1]. With no loss of generality, we can assume that t < t̂ . For each ĥ ∈ Y , we obtain

|ĥ(t̂)− ĥ(t)| =

∣∣∣∣∣
∫ t̂

t0
h(s)ds−

∫ t

t0
h(s)ds

∣∣∣∣∣ =
∣∣∣∣∣
∫ t̂

t
h(s)ds

∣∣∣∣∣ ≤
∫ t̂

t
α(s)ds.

This implies that the set Y is also equi-continuous. Consequently, according to Arzelà–Ascoli lemma, Y is a relatively compact
subset of the Banach space C([t0, t1],R2n).
It is easy to see that problem (38) satisfies all the assumptions required in Lemma 2 in [9]. In particular, for α(t) ≡ t ,

Lξ = ξ(t1)− Dξ(t0) and θ = 0. According to Lemma 2 in the quoted paper, we obtain that X = K(Y ), whereK denotes a
continuous operator from C([t0, t1],R2n) into itself. Therefore, X ⊂ K(Y ). Since Y is compact,K(Y ) is also compact. Thus,
in particular, it is bounded, and consequently X is bounded in C([t0, t1],R2n). Hence, there exists R > 0 such that the set of
all solutions of problem (36) is located in

B(0, R) =
{
x ∈ C([t0, t1],Rn) | max

t∈[t0,t1]
|x(t)| ≤ R, max

t∈[t0,t1]
|ẋ(t)| ≤ R

}
,

for each (q, λ) ∈ Q × [0, 1].
Putting

S1 = B(0, R) ∩
{
x ∈ AC1([t0, t1],Rn) | x(t1) = Mx(t0), ẋ(t1) = Nẋ(t0)

}
,

it is obvious that assumption (iv) of Theorem 1 is satisfied.
Moreover, according to condition (i) and Lemma 4, Q is a retract of C1([t0, t1],Rn). Since Q \ ∂Q is nonempty, condition

(i) from Theorem 1 holds.
We will now show that condition (v) of Theorem 1 is also satisfied. Let us assume that x ∈ Q is a fixed point of the

mapping T(·, λ), for some λ ∈ [0, 1]. This implies that x is a solution of the problem

ẍ(t)+ A(t)ẋ(t)+ B(t)x(t) ∈ G(t, x(t), ẋ(t), x(t), ẋ(t), λ), for a.a. t ∈ [t0, t1], (41)
x(t1) = Mx(t0),
ẋ(t1) = Nẋ(t0).

Hypotheses (i), (vii) and (viii) guarantee that K is a bound set for problem (41), for all λ ∈ [0, 1). If x ∈ ∂Q is a fixed point of
T(·, 1) (i.e., for λ = 1), problem (22) and (23) has, according to assumption (ii), a solution in Q , and we are done. Otherwise,
according to Proposition 6, x 6∈ ∂Q , i.e. condition (v) in Theorem 1 holds as well which completes the proof. �

Remark 10. In some particular cases, e.g. if T(q, 0) = {0} ∈ Int Q , for all q ∈ Q , it is convenient to verify directly that
{q ∈ Q | q ∈ T(q, 0)} ∩ ∂Q = ∅, and then require the hypothesis (viii) only for all λ ∈ (0, 1).

Remark 11. Because of the applied method, we have obtained, in fact, the viability result (cf. [7]) for the Floquet problem

ẍ(t)+ A(t)ẋ(t)+ B(t)x(t) ∈ F(t, x(t), ẋ(t)), for a.a. t ∈ [t0, t1],
x(t1) = Mx(t0),
ẋ(t1) = Nẋ(t0),
x(t) ∈ K , for all t ∈ [t0, t1].
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Let us conclude by the following illustrating example.

Example 3. Let us consider the second-order anti-periodic b.v.p.

ẍ(t) ∈ F1(t, x(t), ẋ(t))+ F2(t, x(t), ẋ(t)), for a.a. t ∈ [t0, t1], (42)
x(t1) = −x(t0), (43)
ẋ(t1) = −ẋ(t0),

where F1, F2 : [t0, t1] × R2n ( Rn are upper-Carathéodory mappings such that

|F1(t, x, y)| ≤ α1(t)

and

|F2(t, x, y)| ≤ α2(t),

for each (t, x, y) ∈ [t0, t1] × R2n,where α1, α2 ∈ L1([t0, t1],R).
Moreover, assume that F1(t, ·, ·) is Lipschitzian with a sufficiently small Lipschitz constant L, for all t ∈ [t0, t1].
Let R > 0 and ε > 0 be such constants that the inequality

〈x, w〉 + 〈y, y〉 > 0 (44)

holds, for all t ∈ (t0, t1), λ ∈ (0, 1), y ∈ Rn, x ∈ Rn with |x| = R − ε̃, where ε̃ ∈ [0, ε] is arbitrary, and all
w ∈ λ [F1(t, x, y)+ F2(t, x, y)] .
Let us define the set K in the following way:

K := {x ∈ Rn | |x| < R}

and the set Q by formula (35). In order to apply Theorem 2 for the solvability of problem (42) and (43), let us consider the
associated problem

ẍ(t) ∈ λ(F1(t, x(t), ẋ(t))+ F2(t, q(t), q̇(t))), for a.a. t ∈ [t0, t1], (45)
x(t1) = −x(t0), (46)
ẋ(t1) = −ẋ(t0),

where λ ∈ [0, 1] and q ∈ Q .
We show that the assumptions of Theorem 2 are satisfied by means of the C2-function V (x) := 1

2 (|x|
2
− R2). Since

V (x) = 0, for all x ∈ ∂K , and V (x) ≤ 0, for all x ∈ K , V satisfies conditions (H1) and (H2). Moreover, since, for each
x ∈ ∂K ,∇V (x) = x and HV (x) = I, condition (44) ensures the assumption (viii) of Theorem 2, for all λ ∈ (0, 1).
Because K is convex, it is an AR-space, and so a retract ofRn,which guarantee the validity of assumption (i) of Theorem 2.
Since G(t, x, ẋ, q, q̇, λ) = λ(F1(t, x, ẋ)+ F2(t, q, q̇)), it holds that

G(t, c, d, c, d, 1) = F1(t, c, d)+ F2(t, c, d),

and so condition (ii) is satisfied as well.
As concerns condition (vii), take y ∈ Rn with |y| = R, i.e. y ∈ ∂K , andw ∈ Rn. Then

〈∇V (My),Nw〉 · 〈∇V (y), w〉 = 〈∇V (−y),−w〉 · 〈∇V (y), w〉 = 〈−y,−w〉 · 〈y, w〉
= 〈y, w〉2 ,

which obviously leads to satisfying the required conditions.
Furthermore, the associated homogenous problem

ẍ(t) = 0,
x(t1) = −x(t0),
ẋ(t1) = −ẋ(t0)

has only the trivial solution x(t) = T(q, 0) ≡ 0, for each q ∈ Q , and therefore T(Q × {0}) ≡ 0 ∈ Int Q , i.e. condition (v),
(vi) and (viii), for λ = 0 (cf. Remark 10), are satisfied.
The assumptionM∂K = ∂K is also satisfied, because the positive invariance of ∂K with respect toM = −I is equivalent

to the symmetry of ∂K with respect to the origin. Hence, the b.v.p. (42) and (43) admits, according to Theorem 2, a solution.
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1. Introduction

Let us consider the boundary value problem (b.v.p.)

ẍ(t) + A(t)ẋ(t) + B(t)x(t) ∈ F
(
t, x(t), ẋ(t)

)
, for a.a. t ∈ [0, T ],

x(T ) = Mx(0), ẋ(T ) = Nẋ(0),

}
(1)

where

(i) A, B : [0, T ] → R
n×n are continuous matrix functions,

(ii) M and N are n × n matrices, M is nonsingular,
(iii) F : [0, T ] × R

n × R
n � R

n is an upper semicontinuous multivalued mapping with nonempty, compact, convex values,
(iv) there exists an integrable function c : [0, T ] → [0,∞) such that∣∣F (t, x, y)

∣∣ � c(t)
(
1 + |x| + |y|)

holds, for a.a. t ∈ [0, T ] and all (x, y) ∈ R
2n .

Mapping F satisfying conditions (iii) and (iv) is said to be a Marchaud map.
By a solution of problem (1), we mean a vector function x : [0, T ] → R

n with an absolutely continuous first derivative
(i.e. x ∈ AC1([0, T ],R

n)) which satisfies (1), for almost all t ∈ [0, T ].
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The main purpose of this paper is to develop a bound sets technique which consists in constructing so-called bounding
(Liapunov-like) functions which make boundaries of prescribed sets of candidate solutions fixed point free. This will be done
for even more general systems than (1) in Section 3. The related transversality condition is namely a typical requirement in
application of topological (relative) degree arguments (cf. [1]).

On the other hand, a nonstrict localization of bounding functions, which is usual for Carathéodory systems (see [3]),
makes parameter sets of candidate solutions “only” positively invariant. To eliminate this unpleasant handicap requires a
completely different approach whose first-order analogy was already employed by ourselves in [4].

Let us note that, unlike the majority of comparable results obtained by other authors (see e.g. [8,10,12,15,17,18,20]), the
main theorem (Theorem 4.1) gives explicitly the additional information concerning the localization of solutions of (1).

In the (single-valued) case of vector differential equations, the classical results in this field were already obtained by
means of C2-bounding functions in the 70s (see [7,13]). The usage of less regular functions is much more delicate (cf. [19]).
Moreover, multivalued generating vector-fields are naturally associated with the notion of a Carathéodory solution. Never-
theless, Theorem 3.1 cannot be simply reduced to the main results in [7,13,19] because of application of different topological
methods.

2. Some preliminaries

Let us recall at first some geometric notions of subsets of metric spaces, in particular, of retracts. If (X,d) is an arbitrary
metric space and A ⊂ X , by Int(A), A and ∂ A we mean the interior, the closure and the boundary of A, respectively. For a
subset A ⊂ X and ε > 0, we define the set Nε(A) := {x ∈ X | ∃a ∈ A: d(x,a) < ε}, i.e. Nε(A) is an open neighborhood of the
set A in X . A subset A ⊂ X is called a retract of X if there exists a retraction r : X → A, i.e. a continuous function satisfying
r(x) = x, for every x ∈ A.

We say that a space X is an absolute retract (AR-space) if, for each space Y and every closed A ⊂ Y , each continuous
mapping f : A → X is extendable over Y . If f is extendable only over some neighborhood of A, for each closed A ⊂ Y and
each continuous mapping f : A → X , then X is called an absolute neighborhood retract (ANR-space).

Let us note that X is an ANR-space if and only if it is a retract of an open subset of a normed space and that X is an
AR-space if and only if it is a retract of some normed space. In particular, if X is a retract (of an open subset) of a convex
set in a Banach space, then it is an AR-space (ANR-space). So, the space C1( J ,R

n), where J ⊂ R is a compact interval, is an
AR-space as well as its convex subsets or retracts, while its open subsets are ANR-spaces.

A nonempty set A ⊂ X is called an Rδ-set if there exists a decreasing sequence {An}∞n=1 of compact AR-spaces such that

A =
∞⋂

n=1

An.

The following hierarchy holds for nonempty subsets of a metric space:

compact + convex ⊂ compact AR-space ⊂ Rδ-set, (2)

and all the above inclusions are proper. For more details concerning the theory of retracts, see [9].
We also employ the following definitions from the multivalued analysis in the sequel. Let X and Y be arbitrary metric

spaces. We say that ϕ is a multivalued mapping from X to Y (written ϕ : X � Y ) if, for every x ∈ X , a nonempty subset
ϕ(x) of Y is prescribed.

A multivalued mapping ϕ : X � Y is called upper semicontinuous (shortly, u.s.c.) if, for each open U ⊂ Y , the set {x ∈ X |
ϕ(x) ⊂ U } is open in X .

Let Y be a metric space and (Ω, U , ν) be a measurable space, i.e. a nonempty set Ω equipped with a suitable σ -
algebra U of its subsets and a countably additive measure ν on U . A multivalued mapping ϕ : Ω � Y is called measurable
if {ω ∈ Ω | ϕ(ω) ⊂ V } ∈ U , for each open set V ⊂ Y . Obviously, every u.s.c. mapping is measurable.

We say that mapping ϕ : J × R
m � R

n , where J ⊂ R is a compact interval, is an upper-Carathéodory mapping if the map
ϕ(·, x) : J � R

n is measurable, for all x ∈ R
m , the map ϕ(t, ·) : R

m � R
n is u.s.c., for almost all (a.a.) t ∈ J , and the set

ϕ(t, x) is compact and convex, for all (t, x) ∈ J × R
m .

A multivalued mapping ϕ : X � X with bounded values is called Lipschitzian if there exists a constant k > 0 such that

dH
(
ϕ(x),ϕ(y)

)
� kd(x, y),

for every x, y ∈ X , where

dH (A, B) := inf
{

r > 0
∣∣ A ⊂ Nr(B) and B ⊂ Nr(A)

}
stands for the Hausdorff distance.

If X ∩ Y 	= ∅ and ϕ : X � Y , then a point x ∈ X ∩ Y is called a fixed point of ϕ if x ∈ ϕ(x). The set of all fixed points of ϕ
is denoted by Fix(ϕ), i.e.

Fix(ϕ) := {
x ∈ X

∣∣ x ∈ ϕ(x)
}
.

For more information and details concerning multivalued analysis, see, e.g., [1,5,14,16].
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3. Bound sets for Floquet problems

In this section, we are interested in introducing a Liapunov-like function V , usually called a bounding function, verifying
suitable transversality conditions which assure that there does not exist a solution of the b.v.p. lying in a closed set K and
touching the boundary ∂ K of K at some point.

We proceed in two steps. At first, we take into account only the interior points of the interval [0, T ] (see Proposition 3.1
below). Then we also consider the end points 0 and T (see Theorem 3.1 below).

Let K ⊂ R
n be a nonempty open set and V : R

n → R be a continuous function such that

(H1) V |∂ K = 0,
(H2) V (x) � 0, for all x ∈ K .

Definition 3.1. A nonempty open set K ⊂ R
n is called a bound set for problem (1) if there does not exist a solution x of (1)

such that x(t) ∈ K , for each t ∈ [0, T ], and x(t0) ∈ ∂ K , for some t0 ∈ [0, T ].

Firstly, we show sufficient conditions for the existence of a bound set for the second-order Floquet problem (1) in the
case of a smooth bounding function V with a locally Lipschitzian gradient.

Proposition 3.1. Let K ⊂ R
n be a nonempty open set, F : [0, T ] × R

n × R
n � R

n be an upper semicontinuous multivalued map-
ping with nonempty, compact, convex values and A and B be continuous matrix functions. Assume that there exists a function
V ∈ C1(Rn,R) with a locally Lipschitzian gradient ∇V which satisfies conditions (H1) and (H2). Suppose moreover that, for all x ∈ ∂ K ,
t ∈ (0, T ) and v ∈ R

n with〈∇V (x), v
〉 = 0, (3)

the following condition holds

lim inf
h→0

〈∇V (x + hv), v + hw〉
h

> 0, (4)

for all w ∈ F (t, x, v) − A(t)v − B(t)x. Then all solutions x : [0, T ] → K of problem (1) satisfy x(t) ∈ K , for every t ∈ (0, T ).

Proof. Let x : [0, T ] → K be a solution of problem (1). We assume by a contradiction that there exists t0 ∈ (0, T ) such that
x(t0) ∈ ∂ K .

Let us define the function g : [−t0, T − t0] → (−∞,0] in the following way g(h) := V (x(t0 + h)). Then g(0) = 0 and
g(h) � 0, for all h ∈ [−t0, T − t0], i.e., there is a local maximum for g at the point 0, and so ġ(0) = 〈∇V (x(t0)), ẋ(t0)〉 = 0.
Consequently, v := ẋ(t0) satisfies condition (3).

Since ∇V is locally Lipschitzian, there exist a set U ⊂ R
n with x(t0) ∈ U and a constant L > 0 such that ∇V |U is

Lipschitzian with constant L.
Let {hk}∞k=1 be an arbitrary decreasing sequence of positive numbers such that hk → 0+ as k → ∞, x(t0 + h) ∈ U , for all

h ∈ (0,h1).
Since g(0) = 0 and g(h) � 0, for all h ∈ (0,hk], there exists, for each k ∈ N, h∗

k ∈ (0,hk) such that ġ(h∗
k ) � 0.

Since x ∈ C1([0, T ],R
n), for each k ∈ N,

x
(
t0 + h∗

k

) = x(t0) + h∗
k

[
ẋ(t0) + b∗

k

]
, (5)

where b∗
k → 0 as k → ∞.

If we define, for each t ∈ [0, T ],
P
(
t, x(t), ẋ(t)

) := −A(t)ẋ(t) − B(t)x(t) + F
(
t, x(t), ẋ(t)

)
, (6)

then (1) can be written in the form

ẍ(t) ∈ P
(
t, x(t), ẋ(t)

)
, for a.a. t ∈ [0, T ].

Since x([0, T ]) and ẋ([0, T ]) are compact sets and P is globally upper semicontinuous with compact values, P (t, x(t), ẋ(t))
must be bounded on [0, T ], by which ẋ is Lipschitzian on [0, T ]. Thus, there exists a constant λ such that, for all k ∈ N,∣∣∣∣ ẋ(t0 + h∗

k ) − ẋ(t0)

h∗
k

∣∣∣∣ � λ,

i.e. the sequence { ẋ(t0+h∗
k )−ẋ(t0)

h∗
k

}∞k=1 is bounded. Therefore, there exist a subsequence, for the sake of simplicity denoted as

the sequence, of { ẋ(t0+h∗
k )−ẋ(t0)
∗ } and w ∈ R

n such that
hk
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ẋ(t0 + h∗
k ) − ẋ(t0)

h∗
k

→ w (7)

as k → ∞.
Let ε > 0 be given. Then, as a consequence of the regularity assumptions on F , A and B and of the continuity of both x

and ẋ, there exists δ = δ(ε) > 0 such that, for each t ∈ (0, T ), |t − t0| � δ, it follows that

P
(
t, x(t), ẋ(t)

) ⊂ P
(
t0, x(t0), ẋ(t0)

) + εBn,

where Bn denotes the unit open ball in R
n centered at the origin. Subsequently, according to the Mean-Value Theorem (see

[5, Theorem 0.5.3]), there exists kε ∈ N such that, for each k � kε ,

ẋ(t0 + h∗
k ) − ẋ(t0)

h∗
k

= 1

h∗
k

t0+h∗
k∫

t0

ẍ(s)ds ∈ P
(
t0, x(t0), ẋ(t0)

) + εBn.

Since P has compact values and ε > 0 is arbitrary,

w ∈ P
(
t0, x(t0), ẋ(t0)

)
.

As a consequence of property (7), there exists a sequence {a∗
k }∞k=1, a∗

k → 0 as k → ∞, such that

ẋ
(
t0 + h∗

k

) = ẋ(t0) + h∗
k

[
w + a∗

k

]
, (8)

for each k ∈ N.
Let k � kε be arbitrary. Since h∗

k > 0 and ġ(h∗
k ) � 0, in view of (5) and (8),

0 �
ġ(h∗

k )

h∗
k

= 〈∇V (x(t0 + h∗
k )), ẋ(t0 + h∗

k )〉
h∗

k

= 〈∇V (x(t0) + h∗
k [ẋ(t0) + b∗

k ]), ẋ(t0) + h∗
k [w + a∗

k ]〉
h∗

k

. (9)

Since b∗
k → 0 when k → +∞, it is possible to find k0 ∈ N such that, for all k � k0, it holds that x(t0) + ẋ(t0)h∗

k ∈ U . By
means of the local Lipschitzianity of ∇V , for all k � max{kε,k0},

0 �
ġ(h∗

k )

h∗
k

�
〈∇V (x(t0) + h∗

k ẋ(t0)), ẋ(t0) + h∗
k [w + a∗

k ]〉
h∗

k

− L · ∣∣b∗
k

∣∣ · ∣∣ẋ(t0) + h∗
k

[
w + a∗

k

]∣∣
= 〈∇V (x(t0) + h∗

k ẋ(t0)), ẋ(t0) + h∗
k w〉

h∗
k

− L · ∣∣b∗
k

∣∣ · ∣∣ẋ(t0) + h∗
k

[
w + a∗

k

]∣∣ + 〈∇V
(
x(t0) + h∗

k ẋ(t0)
)
,a∗

k

〉
.

Since 〈∇V (x(t0) + h∗
k ẋ(t0)),a∗

k 〉 − L · |b∗
k | · |ẋ(t0) + h∗

k [w + a∗
k ]| → 0 as k → ∞,

lim inf
h→0+

〈∇V (x(t0) + hẋ(t0)), ẋ(t0) + hw〉
h

� 0. (10)

If we consider, instead of the sequence {hk}∞k=1, an increasing sequence {h̄k}∞k=1 of negative numbers such that h̄k → 0−
as k → ∞, x(t0 + h̄k) ∈ U , for all k ∈ N, and h̄1 ∈ [−δ,0), we are able to find, for each k ∈ N, h̄∗

k ∈ (h̄k,0) such that ġ(h̄∗
k ) � 0.

Therefore, using the same procedure as in the first part of the proof, we obtain, for k ∈ N sufficiently large, that

0 �
ġ(h̄∗

k )

h̄∗
k

�
〈∇V (x(t0) + h̄∗

k ẋ(t0)), ẋ(t0) + h̄∗
k w〉

h̄∗
k

− L · ∣∣b̄∗
k

∣∣ · ∣∣ẋ(t0) + h̄∗
k

[
w + ā∗

k

]∣∣ + 〈∇V
(
x(t0) + h̄∗

k ẋ(t0)
)
, ā∗

k

〉
,

where ā∗
k → 0, b̄∗

k → 0 as k → ∞ and w ∈ P (t0, x(t0), ẋ(t0)).
This means that 〈∇V (x(t0) + h̄∗

k ẋ(t0)), ā∗
k 〉 − L · |b̄∗

k | · |ẋ(t0) + h̄∗
k [w + ā∗

k ]| → 0 as k → ∞ which implies

lim inf
h→0−

〈∇V (x(t0) + hẋ(t0)), ẋ(t0) + hw〉
h

� 0. (11)

Inequalities (10) and (11) are in a contradiction with condition (4), because x(t0) ∈ ∂ K , ẋ(t0) satisfies condition (3) and
w, w ∈ P (t0, x(t0), ẋ(t0)). �
Theorem 3.1. Let K ⊂ R

n be a nonempty open set, F : [0, T ] × R
n × R

n � R
n be an upper semicontinuous mapping with nonempty,

compact, convex values and A and B be continuous matrix functions. Assume that there exists a function V ∈ C1(Rn,R) with a locally
Lipschitzian gradient ∇V which satisfies conditions (H1) and (H2). Furthermore, assume that M and N are n × n matrices with M
regular and satisfying

M(∂ K ) = ∂ K . (12)

Moreover, let, for all x ∈ ∂ K , t ∈ (0, T ) and v ∈ R
n satisfying (3), condition (4) holds, for all w ∈ F (t, x, v) − A(t)v − B(t)x.
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At last, suppose that, for all x ∈ ∂ K and v ∈ R
n with〈∇V (x), v

〉
� 0 �

〈∇V (Mx), N v
〉
, (13)

at least one of the following conditions

lim inf
h→0+

〈∇V (x + hv), v + hw1〉
h

> 0 (14)

or

lim inf
h→0−

〈∇V (Mx + hN v), N v + hw2〉
h

> 0 (15)

holds, for all w1 ∈ F (0, x, v) − A(0)v − B(0)x, or, for all w2 ∈ F (T , Mx, N v) − A(T )N v − B(T )Mx. Then K is a bound set for
problem (1).

Proof. Applying Proposition 3.1, we only need to show that if x : [0, T ] → K is a solution of problem (1), then x(0) ∈ K and
x(T ) ∈ K . As in the proof of Proposition 3.1, we argue by a contradiction. Since x(0) ∈ ∂ K if and only if x(T ) ∈ ∂ K (according
to condition (12) and the regularity of M), we can take, without any loss of generality, a solution of (1) satisfying x(0) ∈ ∂ K .
Following the same reasoning as in the proof of Proposition 3.1, for t0 = 0, we obtain〈∇V

(
x(0)

)
, ẋ(0)

〉
� 0,

because V (x(0)) = 0 and V (x(t)) � 0, for all t ∈ [0, T ].
Moreover, since V (x(T )) = 0, it holds that

0 �
〈∇V

(
x(T )

)
, ẋ(T )

〉 = 〈∇V
(
Mx(0)

)
, Nẋ(0)

〉
,

by virtue of the boundary conditions in (1). Therefore, v := ẋ(0) satisfies condition (13).
Using the same procedure as in the proof of Proposition 3.1, for t0 = 0, hk → 0+ and for t0 = T , h̄k → 0− , respectively,

we obtain the existence of a sequence of positive numbers {h∗
k }∞k=1, h∗

k ∈ (0,hk), of a sequence of negative numbers {h̄∗
k }∞k=1,

h̄∗
k ∈ (h̄k,0), and of points w0 ∈ P (0, x(0), ẋ(0)), w T ∈ P (T , x(T ), ẋ(T )) (P is defined by formula (6)) such that

ẋ(h∗
k ) − ẋ(0)

h∗
k

→ w0 as k → ∞,

and

ẋ(T + h̄∗
k ) − ẋ(T )

h̄∗
k

→ w T as k → ∞.

By the same arguments as in the previous proof, we get

lim inf
h→0+

〈∇V (x(0) + hẋ(0)), ẋ(0) + hw0〉
h

� 0 (16)

and

lim inf
h→0−

〈∇V (x(T ) + hẋ(T )), ẋ(T ) + hw T 〉
h

� 0. (17)

Moreover, using the boundary conditions in (1), the inequality (17) can be written in the form

lim inf
h→0−

〈∇V (Mx(0) + hNẋ(0)), Nẋ(0) + hw T 〉
h

� 0. (18)

Inequalities (16) and (18) are in a contradiction with conditions (14) and (15), which completes the proof. �
Remark 3.1. Let us note that Theorem 3.1 can be particularly applied, when A(t) or B(t) (or both) are identically equal to
zero matrices. Thus, this theorem gives sufficient conditions to have a bound set for a Floquet b.v.p. associated with a (not
necessarily semi-linear) second-order Marchaud system.

Remark 3.2. If condition (14) holds, for some x ∈ ∂ K , v ∈ R
n satisfying (13) and w1 ∈ F (0, x, v) − A(0)v − B(0)x then,

according to the continuity of ∇V , 〈∇V (x), v〉 = 0. Similarly, if (15) holds, for some x ∈ ∂ K , v ∈ R
n satisfying (13) and

w2 ∈ F (T , Mx, N v) − A(T )N v − B(T )Mx, then 〈∇V (Mx), N v〉 = 0.
Therefore, the validity of (13), (14) and (15) implies, in particular, that〈∇V (x), v

〉 = 〈∇V (Mx), N v
〉 = 0. (19)
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In the entire text, we deal with problem (1), where M is an invertible matrix satisfying (12). These conditions on M
enable us to simplify some computations. On the other hand, when imposing more restrictions on V , the general case can
be treated as well. More precisely, the following result is true and its proof easily follows from the one of Theorem 3.1.

Corollary 3.1. Consider the b.v.p. (1), where M and N are arbitrary matrices. Let F , A, B, K and V be the same as in Theorem 3.1. Let
condition (4) be valid, for all x ∈ ∂ K , t ∈ (0, T ), v ∈ R

n with (3) and w ∈ F (t, x, v) − A(t)v − B(t)x.
Moreover, assume that (14) holds, for all x ∈ ∂ K , v ∈ R

n with 〈∇V (x), v〉 � 0, and w1 ∈ F (0, x, v) − A(0)v − B(0)x, and that
(15) holds, for all x ∈ ∂ K , v ∈ R

n with 〈∇V (x), v〉 � 0, and w2 ∈ F (T , x, v) − A(T )v − B(T )x. Then K is a bound set for problem (1).

Definition 3.2. A function V : R
n → R satisfying all assumptions of Theorem 3.1 is called a bounding function for the set K

relative to (1).

If the gradient of a smooth bounding function V is not locally Lipschitzian, then we can give the following corollary.

Corollary 3.2. Let K ⊂ R
n be a nonempty open set, F : [0, T ]× R

n × R
n � R

n be an upper semicontinuous mapping with nonempty,
compact, convex values and A and B be continuous matrix functions. Assume that there exists a function V ∈ C1(Rn,R) satisfying
conditions (H1) and (H2). Furthermore, assume that M and N are n × n matrices with M regular and satisfying (12). Moreover, let, for
all x ∈ ∂ K , t ∈ (0, T ) and v ∈ R

n with

〈∇V (x), v
〉 = 0,

the following condition holds

lim inf
h→0, y→v, l→w

〈∇V (x + hy), v + hl〉
h

> 0, (20)

for all w ∈ F (t, x, v) − A(t)v − B(t)x.
At last, suppose that, for all x ∈ ∂ K and v ∈ R

n with

〈∇V (x), v
〉
� 0 �

〈∇V (Mx), N v
〉
,

at least one of the following conditions

lim inf
h→0+, y→v, l1→w1

〈∇V (x + hy), v + hl1〉
h

> 0 (21)

or

lim inf
h→0−, y→v, l2→w2

〈∇V (Mx + hN y), N v + hl2〉
h

> 0 (22)

holds, for all w1 ∈ F (0, x, v) − A(0)v − B(0)x, or, for all w2 ∈ F (T , Mx, N v) − A(T )N v − B(T )Mx. Then K is a bound set for
problem (1).

Proof. Let x : [0, T ] → K be a solution of (1). We assume, by a contradiction, that there exists t0 ∈ [0, T ] such that x(t0) ∈ ∂ K .
We begin with the case when t0 ∈ (0, T ). It is easy to see that 〈∇V (x(t0)), ẋ(t0)〉 = 0. Reasoning as in the proof of Proposi-
tion 3.1, for each given decreasing sequence hk → 0+ , there exists {h∗

k } with h∗
k ∈ (0,hk), ġ(h∗

k ) � 0, for all k ∈ N, such that
(9) is satisfied. Therefore, since a∗

k → 0 and b∗
k → 0 as k → +∞, we obtain

lim inf
h→0+, y→ẋ(t0), l→w

〈∇V (x(t0) + hy), ẋ(t0) + hl〉
h

� lim inf
k→+∞

〈∇V (x(t0) + h∗
k [ẋ(t0) + b∗

k ]), ẋ(t0) + h∗
k [w + a∗

k ]〉
h∗

k

� 0

which is a contradiction with (20). By a similar argument, we also get a contradiction with (20) when taking into account
an increasing sequence hk → 0− . Finally, in view of (12) and the boundary conditions in (1), we arrive at a contradiction
with (21) or (22), when taking t0 = 0 or t0 = T . �
Remark 3.3. If a bounding function V is of class C2, conditions (4), (14) and (15) can be rewritten in terms of gradients and
Hessian matrices. Concretely, (4) takes the form

〈
H V (x) · v, v

〉 + 〈∇V (x), w
〉
> 0,

for all x ∈ ∂ K , v ∈ R
n satisfying (3), t ∈ (0, T ) and w ∈ F (t, x, v) − A(t)v − B(t)x.

For the sake of simplicity, in order to discuss (14) and (15), let us restrict ourselves to those V , M and N for which (13)
implies (19). In such a case, it is easy to see that (14) and (15) are equivalent to
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max
{〈

H V (x) · v, v
〉 + 〈∇V (x), w1

〉
,
〈
H V (Mx) · N v, N v

〉 + 〈∇V (Mx), w2
〉}

> 0, (23)

for all x ∈ ∂ K , v ∈ R
n satisfying (13), w1 ∈ F (0, x, v) − A(0)v − B(0)x and w2 ∈ F (T , Mx, N v) − A(T )N v − B(T )Mx.

In particular, observe that (13) always implies (19) under conditions (14) and (15) (see Remark 3.2). The same is true if
one of the following possibilities takes place:

(i) M = N = Id, i.e. for the periodic problem associated to the inclusion in (1),
(ii) M = N = −Id, i.e. for the anti-periodic b.v.p. associated to the inclusion in (1), and ∇V (−x) = −∇V (x), for all x ∈ ∂ K ,

(iii) M = a · Id, N = b · Id, where a · b > 0, and ∇V (ax) = a∇V (x), for all x ∈ ∂ K .

Sometimes it is convenient to take, instead of one function V : R
n → R, the whole family of bounding functions. More

precisely, we will assume that, for each x ∈ ∂ K , there exists a function V x : R
n → R satisfying

(H1′) V x(x) = 0,
(H2′) V x(ξ) � 0, for all ξ ∈ K with ξ in a neighborhood of x.

In this case, the proofs remain almost the same, after replacing V by V x(t0) . Therefore, Theorem 3.1 can be easily reformu-
lated as follows.

Corollary 3.3. Let K ⊂ R
n be a nonempty open set, F : [0, T ]× R

n × R
n � R

n be an upper semicontinuous mapping with nonempty,
compact, convex values and A and B be continuous matrix functions. Assume that there exists a family of C1-functions {V x}x∈∂ K ,
V x : R

n → R, with locally Lipschitzian gradients satisfying conditions (H1′) and (H2′).
Furthermore, assume that M and N are n × n matrices with M regular and satisfying (12). Moreover, let, for all x ∈ ∂ K , t ∈ (0, T )

and v ∈ R
n with〈∇V x(x), v

〉 = 0, (24)

the following condition holds

lim inf
h→0

〈∇V x(x + hv), v + hw〉
h

> 0, (25)

for all w ∈ F (t, x, v) − A(t)v − B(t)x.
At last, suppose that, for all x ∈ ∂ K and v ∈ R

n with〈∇V x(x), v
〉
� 0 �

〈∇V Mx(Mx), N v
〉
, (26)

at least one of the following conditions

lim inf
h→0+

〈∇V x(x + hv), v + hw1〉
h

> 0 (27)

or

lim inf
h→0−

〈∇V Mx(Mx + hN v), N v + hw2〉
h

> 0 (28)

holds, for all w1 ∈ F (0, x, v) − A(0)v − B(0)x, or, for all w2 ∈ F (T , Mx, N v) − A(T )N v − B(T )Mx. Then K is a bound set for
problem (1).

Definition 3.3. A function V x : R
n → R satisfying related conditions in Corollary 3.3 is called a bounding function for the

set K at x relative to (1).

The following illustrative example demonstrates how a family of C2-bounding functions can easily guarantee the exis-
tence of a bound set for periodic b.v.p.s.

Example 3.1. Let us consider the periodic b.v.p.

ẍ(t) + A(t)ẋ(t) + B(t)x(t) ∈ F
(
t, x(t), ẋ(t)

)
, for a.a. t ∈ [0, T ],

x(T ) = x(0), ẋ(T ) = ẋ(0)

}
(29)

and let K ⊂ R
n be convex. This geometrically means that besides another, for each x ∈ ∂ K , there exist an outer normal nx ,

not necessarily unique, and a neighborhood Ux of x such that〈
nx, (y − x)

〉
� 0,

for each y ∈ K ∩ Ux .
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Let, for each x ∈ ∂ K , V x : R
n → R be the C2-function defined, for each y ∈ K , by

V x(y) := 〈
nx, (y − x)

〉
.

It immediately follows that V x satisfies, for each x ∈ ∂ K , conditions (H1′) and (H2′). Moreover, for each x ∈ ∂ K ,

∇V x(x) = nx

and

H V x(x) = 0.

Therefore, if, for all x ∈ ∂ K , t ∈ (0, T ) and v ∈ R
n with

〈nx, v〉 = 0, (30)

the following condition holds

〈nx, w〉 > 0, (31)

for all w ∈ F (t, x, v)− A(t)v − B(t)x, and if, for all x ∈ ∂ K and v ∈ R
n satisfying (30), at least one of the following conditions

〈nx, w1〉 > 0 (32)

or

〈nx, w2〉 > 0 (33)

holds, for all w1 ∈ F (0, x, v)− A(0)v − B(0)x, or, for all w2 ∈ F (T , x, v)− A(T )v − B(T )x, respectively, then K is a bound set
for problem (29).

For our main result concerning the existence and localization of a solution of the Floquet b.v.p., we need to ensure that
no solution of given b.v.p.s lies on the boundary ∂ Q of a parameter set Q of candidate solutions. We will finally show that
if the set Q is defined as follows

Q := {
q ∈ C1([0, T ],R

n) ∣∣ q(t) ∈ K , for all t ∈ [0, T ]} (34)

and if all assumptions of Theorem 3.1 are satisfied, then solutions of the b.v.p. (1) behave as indicated.

Proposition 3.2. Let K ⊂ R
n be a nonempty open bounded set and let Q ⊂ C1([0, T ],R

n) be defined by the formula (34). Assume that
M and N are n × n matrices with M regular and satisfying condition (12). Moreover, let there exists a C1-function V : R

n → R with
locally Lipschitzian gradient and satisfying conditions (H1) and (H2). Furthermore, suppose that, for all x ∈ ∂ K , t ∈ (0, T ) and v ∈ R

n

satisfying (3), condition (4) holds, for all w ∈ F (t, x, v) − A(t)v − B(t)x, and that, for all x ∈ ∂ K and v ∈ R
n satisfying (13), at least

one of conditions (14), (15) holds, for all w1 ∈ F (0, x, v)− A(0)v − B(0)x, or, for all w2 ∈ F (T , Mx, N v)− A(T )N v − B(T )Mx. Then
problem (1) has no solution on ∂ Q .

Proof. One can readily check that if x ∈ ∂ Q , then there exists a point tx ∈ [0, T ] such that x(tx) ∈ ∂ K . But then, according to
Theorem 3.1, x cannot be a solution of (1). �
4. Main existence and localization result

The following topological method was developed by ourselves in [3] (cf. also [2]).

Proposition 4.1. Let us consider the b.v.p.

ẍ(t) ∈ F
(
t, x(t), ẋ(t)

)
, for a.a. t ∈ J ,

x ∈ S,

}
(35)

where J = [a,b] is a compact interval, S is a subset of AC1( J ,R
n) and F : J × R

n × R
n � R

n is an upper-Carathéodory mapping.
Let G : J × R

n × R
n × R

n × R
n × [0,1] � R

n be an upper-Carathéodory mapping such that

G(t, c,d, c,d,1) ⊂ F (t, c,d), for all (t, c,d) ∈ J × R
n × R

n.
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Assume that

(i) there exists a retract Q of C1( J ,R
n) such that Q \∂ Q is nonempty and a closed subset S1 of S such that the associated problem

ẍ(t) ∈ G
(
t, x(t), ẋ(t),q(t), q̇(t), λ

)
, for a.a. t ∈ J ,

x ∈ S1

}
(36)

is solvable with an Rδ-set of solutions, for each (q, λ) ∈ Q × [0,1],
(ii) there exists a nonnegative, integrable function α : J → R such that∣∣G(

t, x(t), ẋ(t),q(t), q̇(t), λ
)∣∣ � α(t)

(
1 + ∣∣x(t)∣∣ + ∣∣ẋ(t)∣∣), a.e. in J ,

for each (q, λ, x) ∈ ΓT , where T denotes the multivalued mapping which assigns to any (q, λ) ∈ Q × [0,1] the set of solutions
of (36) and ΓT its graph,

(iii) T(Q × {0}) ⊂ Q ,
(iv) there exist t0 ∈ J and constants M0 � 0, M1 � 0 such that |x(t0)| � M0 and |ẋ(t0)| � M1 , for any x ∈ T(Q × [0,1]),
(v) the solution map T has no fixed points on the boundary ∂ Q of Q , for each (q, λ) ∈ Q × [0,1].

Then problem (35) has a solution in Q .

Remark 4.1. As pointed out in [3], the condition that Q is a retract of C1( J ,R
n) in Proposition 4.1 can be replaced by the

assumption that Q is an absolute neighborhood retract and ind(T(·,0), Q , Q ) 	= 0 (for the definition of the related fixed
point index, see [1]). It is therefore possible to assume alternatively that Q is a retract of a convex subset of C1( J ,R

n) or
of an open subset of C1( J ,R

n) together with ind(T(·,0), Q , Q ) 	= 0.

The solvability of (1) will be now proved, on the basis of Proposition 4.1. Defining namely the set Q of candidate solu-
tions by the formula (34), we are able to verify, for each (q, λ) ∈ Q ×(0,1], the transversality condition (v) in Proposition 4.1.

Let us consider the b.v.p. (1), where F : [0, T ] × R
n × R

n � R
n is an upper semicontinuous mapping with nonempty,

compact, convex values, and A, B are continuous matrix functions such that |A(t)| � a(t) and |B(t)| � b(t), for all t ∈
[0, T ] and suitable integrable functions a,b : [0, T ] → [0,∞). Let M and N be n × n matrices with M nonsingular and
satisfying (12).

Theorem 4.1. Assume that

(i) there exists an upper semicontinuous mapping C : [0, T ] × R
n × R

n × R
n × R

n � R
n with nonempty, compact, convex values

such that

C(t, c,d, c,d) ⊂ F (t, c,d), for all (t, c,d) ∈ [0, T ] × R
n × R

n,

(ii) C(t, ·, ·, r1, r2) is Lipschitzian with a sufficiently small Lipschitz constant L, for each t ∈ [0, T ], r1 ∈ K and r2 ∈ R
n, where K ⊂ R

n

is a nonempty open bounded set whose closure K is a retract of R
n,

(iii) there exist a point (x0, y0) ∈ R
n × R

n and a constant C0 � 0 such that∣∣C(t, x0, y0, r1, r2)
∣∣ � C0 · L

holds, for a.a. t ∈ [0, T ], all r1 ∈ K and r2 ∈ R
n,

(iv) the associated homogeneous problem

ẍ(t) + A(t)ẋ(t) + B(t)x(t) = 0, for a.a. t ∈ [0, T ],
x(T ) = Mx(0), ẋ(T ) = Nẋ(0)

}

has only the trivial solution such that 0 ∈ K ,
(v) there exists a function V ∈ C1(Rn,R) with �V locally Lipschitzian and satisfying conditions (H1) and (H2),

(vi) for all x ∈ ∂ K , t ∈ (0, T ), λ ∈ (0,1) and v ∈ R
n with

〈∇V (x), v
〉 = 0, (37)

the following condition holds

lim inf
h→0

〈∇V (x + hv), v + hw〉
h

> 0, (38)

for all w ∈ λC(t, x, v, x, v) − A(t)v − B(t)x,
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(vii) for all x ∈ ∂ K , λ ∈ (0,1) and v ∈ R
n with

〈∇V (x), v
〉
� 0 �

〈∇V (Mx), N v
〉
, (39)

at least one of the following conditions

lim inf
h→0+

〈∇V (x + hv), v + hw1〉
h

> 0 (40)

or

lim inf
h→0−

〈∇V (Mx + hN v), N v + hw2〉
h

> 0 (41)

holds, for all w1 ∈ λC(0, x, v, x, v) − A(0)v − B(0)x, or, for all w2 ∈ −A(T )N v − B(T )Mx + λC(T , Mx, N v, Mx, N v).

Then the b.v.p. (1) has a solution x(·) such that x(t) ∈ K , for all t ∈ [0, T ].

Proof. Let us define the set of candidate solution by the formula (34) and let us check that all the assumptions of Proposi-
tion 4.1 are satisfied.

First of all, observe that conditions (ii) and (iii) yield the inequality

∣∣λC
(
t, x(t), ẋ(t),q(t), q̇(t)

)∣∣ � L
(
C0 + |x0| + |y0| +

∣∣x(t)∣∣ + ∣∣ẋ(t)∣∣), (42)

for each (q, λ, x) ∈ ΓT and a.a. t ∈ [0, T ], where T denotes the mapping which assigns to any (q, λ) ∈ Q × [0,1] the set of
solutions of

ẍ(t) + A(t)ẋ(t) + B(t)x(t) ∈ λC
(
t, x(t), ẋ(t),q(t), q̇(t)

)
, for a.a. t ∈ [0, T ],

x(T ) = Mx(0), ẋ(T ) = Nẋ(0).

}
(43)

This means that condition (ii) in Proposition 4.1 is satisfied with

α(t) := L
(
max

{
C0 + |x0| + |y0|,1

}) + max
{

a(t),b(t)
}
.

The properties of A, B and C and assumptions (ii)–(iv) guarantee (cf. [6] or [2, Lemma 3.1 and Remark 3.2]) that the set
of solutions of the problem (43) must be, for all (q, λ) ∈ Q × [0,1], a compact AR-space and, in particular, an Rδ-set, as
required.

It follows from the main result in [6] (cf. the proof of Lemma 3.1 in [2]) and conditions (ii) and (iii) that there exists
R > 0 such that the set of all solutions of problem (43) is a subset of

B(0, R) :=
{

x ∈ C1([0, T ],R
n) ∣∣∣ max

t∈[0,T ]
∣∣x(t)∣∣ � R, max

t∈[0,T ]
∣∣ẋ(t)∣∣ � R

}
,

for each (q, λ) ∈ Q × [0,1].
Putting

S1 := B(0, R) ∩ {
x ∈ AC1([0, T ],R

n) ∣∣ x(T ) = Mx(0), ẋ(T ) = Nẋ(0)
}
,

the boundedness of B(0, R) implies the same property for S1, by which condition (iv) in Proposition 4.1 is trivially satisfied.
Furthermore, in view of the properties of K (cf. [3, Lemma 4]), Q is a retract of the space C1([0, T ],R

n). Since Q \ ∂ Q
is nonempty and the boundary conditions in (43) define a closed set in C1([0, T ],R

n), condition (i) in Proposition 4.1 holds.
We will finally show that condition (v) in Proposition 4.1 is satisfied as well. Let us assume that x ∈ Q is a fixed point

of the mapping T(·, λ), for some λ ∈ [0,1]. This implies that x is a solution of the problem

ẍ(t) + A(t)ẋ(t) + B(t)x(t) ∈ λC
(
t, x(t), ẋ(t), x(t), ẋ(t)

)
, for a.a. t ∈ [0, T ],

x(T ) = Mx(0), ẋ(T ) = Nẋ(0).

}
(44)

Properties of K and conditions (v)–(vii) imply that K is a bound set for problem (44), for all λ ∈ (0,1). If x ∈ ∂ Q is a fixed
point of T(·,1) (i.e., for λ = 1), problem (1) has, according to assumption (i), a solution in Q , and we are done.

Otherwise, according to Proposition 3.2, x /∈ ∂ Q , i.e. condition (v) in Proposition 4.1 holds, for all (q, λ) ∈ Q × (0,1].
Condition (iv) implies that also

Fix
(
T

(
Q × {0})) ∩ ∂ Q = ∅,

and so condition (v) from Proposition 4.1 is satisfied, for all (q, λ) ∈ Q × [0,1], which completes the proof. �
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Remark 4.2. In fact, x ∈ Q ∩ B(0, R) holds for a solution x(·) of the b.v.p. (43), where R > 0 is a suitable constant implied
by conditions (ii), (iii), as pointed out in the proof of Theorem 4.1. It particularly means that maxt∈[0,T ] |ẋ(t)| � R . Moreover,
this estimate can be still improved by means of the Nagumo-type inequalities (cf. [10,11,17,20]). Thus, condition (ii) can be
a bit relaxed in this way.

Remark 4.3. For fully linearized problems of the form

ẍ(t) + A(t)ẋ(t) + B(t)x(t) ∈ λF
(
t,q(t), q̇(t)

)
, for a.a. t ∈ [0, T ],

x(T ) = Mx(0), ẋ(T ) = Nẋ(0),

}

condition (ii) in Theorem 4.1 is obviously trivially satisfied. Moreover, since F is convex-valued, one can easily check that
T(q, λ) is, for all q ∈ Q and λ ∈ [0,1], a convex set. The compactness of T(q, λ) follows from the proof of Proposition 4.1.
For more details, see [2,3].

We conclude by two illustrative examples of application of Theorem 4.1.

Example 4.1. Let us consider the anti-periodic b.v.p.

ẍ(t) ∈ F1
(
t, x(t), ẋ(t)

) + F2
(
t, x(t), ẋ(t)

)
, for a.a. t ∈ [0, T ],

x(T ) = −x(0), ẋ(T ) = −ẋ(0),

}
(45)

where F1, F2 : [0, T ] × R
2n � R

n are upper semicontinuous mappings with compact and convex values such that F1(t, ·, ·)
is Lipschitzian with a sufficiently small Lipschitz constant L, for all t ∈ [0, T ]. Moreover, let∣∣F1(t,0,0)

∣∣ � C0 · L

and ∣∣F2(t, x, y)
∣∣ � C1 · L

(
1 + |x|),

for each (t, x, y) ∈ [0, T ] × R
2n , where C0, C1 � 0.

Let R > 0 be such that

〈x, w〉 + 〈v, v〉 > 0 (46)

holds, for all t ∈ [0, T ], x ∈ R
n with |x| = R , λ ∈ (0,1), v satisfying 〈x, v〉 = 0, and w ∈ λ(F1(t, x, v) + F2(t, x, v)). Put K :=

{x ∈ R
n | |x| < R} and let Q be defined by the formula (34).

In order to apply Theorem 4.1, for the solvability of problem (45), let us consider the associated problems

ẍ(t) ∈ λ
(

F1
(
t, x(t), ẋ(t)

) + F2
(
t,q(t), q̇(t)

))
, for a.a. t ∈ [0, T ],

x(T ) = −x(0), ẋ(T ) = −ẋ(0),

}
(47)

where λ ∈ [0,1] and q ∈ Q .
We show that all assumptions of Theorem 4.1 are satisfied by means of the C2-function V (x) := 1

2 (|x|2 − R2). Since
V (x) = 0, for all x ∈ ∂ K , and V (x) � 0, for all x ∈ K , V satisfies conditions (H1) and (H2). Moreover, since, for each x ∈ ∂ K ,
∇V (x) = x and H V (x) = Id, where H stands for the Hessian matrix, condition (46) ensures that K is a bound set for the
problem

ẍ(t) ∈ λ
(

F1
(
t, x(t), ẋ(t)

) + F2
(
t, x(t), ẋ(t)

))
, for a.a. t ∈ [0, T ],

x(T ) = −x(0), ẋ(T ) = −ẋ(0),

}

for each (q, λ) ∈ Q × (0,1).
Since K is convex, it is an AR-space, and so a retract of R

n , as required. Moreover, because C(t, x, ẋ,q, q̇) = F1(t, x, ẋ) +
F2(t,q, q̇), it holds that

C(t, c,d, c,d) = F1(t, c,d) + F2(t, c,d), for all (t, c,d) ∈ [0, T ] × R
n × R

n,

and so condition (i) is satisfied.
The associated homogeneous problem

ẍ(t) = 0, for a.a. t ∈ [0, T ],
x(T ) = −x(0), ẋ(T ) = −ẋ(0)

}

has only the trivial solution x(t) = T(q,0) ≡ 0, for each q ∈ Q , and 0 ∈ K , by which condition (iv) holds.
Assumption (12) is obviously satisfied as well, because the invariance of ∂ K with respect to M = −Id is equivalent to the

symmetry of ∂ K with respect to the origin. The anti-periodic problem (45) therefore admits a solution in Q .
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Example 4.2. Let us consider the periodic b.v.p.

ẍ(t) ∈ F1
(
t, x(t), ẋ(t)

) + F2
(
t, x(t), ẋ(t)

)
, for a.a. t ∈ [0, T ],

x(T ) = x(0), ẋ(T ) = ẋ(0),

}
(48)

where F1, F2 : [0, T ] × R
2n � R

n satisfy the same conditions as in Example 4.1. Given ϕ(a) := 3 + e−2aT − 3e−aT − eaT , take
a0 > 0 such that

ϕ(a0) 	= 0. (49)

Let K ⊂ R
n be a bounded open and convex set with 0 ∈ K . For each x ∈ ∂ K , let us denote by nx an outer normal of K

at x. Such an outer normal surely exists (see Example 3.1). Assume that, for each x ∈ ∂ K and v ∈ R
n satisfying (30), the

following conditions hold

〈nx, w〉 > 0, (50)

for all t ∈ (0, T ), λ ∈ (0,1) and w ∈ λ(F1(t, x, v) + F2(t, x, v)) + a2
0(1 − λ)x and

max
{〈nx, w1〉, 〈nx, w2〉

}
> 0, (51)

for all λ ∈ (0,1) and w1 ∈ λ(F1(0, x, v) + F2(0, x, v)) + a2
0(1 − λ)x, w2 ∈ λ(F1(T , x, v) + F2(T , x, v)) + a2

0(1 − λ)x. Then it is
possible to show that problem (48) is solvable.

Indeed, let us rewrite (48) as follows

ẍ(t) − a2
0x(t) ∈ F1

(
t, x(t), ẋ(t)

) − a2
0x(t) + F2

(
t, x(t), ẋ(t)

)
, for a.a. t ∈ [0, T ],

x(T ) = x(0), ẋ(T ) = ẋ(0)

}

and let us consider the associated problems

ẍ(t) − a2
0x(t) ∈ λ

(
F1

(
t, x(t), ẋ(t)

) − a2
0q(t) + F2

(
t,q(t), q̇(t)

))
, for a.a. t ∈ [0, T ],

x(T ) = x(0), ẋ(T ) = ẋ(0),

}
(52)

where λ ∈ [0,1] and q ∈ Q which is defined by the formula (34).
We will show that all assumptions of Theorem 4.1 are satisfied when considering the family of C2-bounding functions

V x(y) := 〈nx, (y − x)〉. According to (50) and (51) (see Example 3.1), conditions (vi), (vii) in Theorem 4.1 hold. Moreover, the
family of bounding functions {V x}x∈∂ K satisfies (H1′), (H2′) which are equivalent, for our aims, to (H1), (H2).

So, it only remains to consider the associated homogeneous problem

ẍ(t) − a2
0x(t) = 0, for a.a. t ∈ [0, T ],

x(T ) = x(0), ẋ(T ) = ẋ(0).

}
(53)

It follows from (49) that the homogeneous problem (53) has only the trivial solution. Moreover, since 0 ∈ K , condition (iv)
is satisfied. Therefore, the periodic problem (48) has a solution in Q .

Let us note that in the special case, when K is a ball centered at the origin of some radius r, the following condition

〈x, y〉 � 0,

for all x with |x| = r, v satisfying (30), t ∈ (0, T ), y ∈ F1(t, x, v) + F2(t, x, v), guarantees condition (50) for every λ ∈ (0,1).
Consider w ∈ λ(F1(t, x, v)+ F2(t, x, v))+ a2

0(1 − λ)x with λ, t , x and v as above. Then, w = λy + a2
0(1 − λ)x, and so 〈x, w〉 =

λ〈x, y〉 + a2
0(1 − λ)|x|2 > 0. Condition (51) can be reformulated in a similar way.
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The solvability of the second-order Floquet problem in a given set is established by means
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1. Introduction

Let us consider the Floquet boundary value problem (b.v.p.)

ẍ(t)+ A(t)ẋ(t)+ B(t)x(t) ∈ F(t, x(t), ẋ(t)), for a.a. t ∈ [0, T ],
x(T ) = Mx(0), ẋ(T ) = Nẋ(0),

}
(1)

where

(1i) A, B : [0, T ] → Rn×n are measurable matrix functions such that |A(t)| ≤ a(t) and |B(t)| ≤ b(t), for all t ∈ [0, T ] and
suitable integrable functions a, b : [0, T ] → [0,∞),

(1ii) M and N are n× nmatrices,M is nonsingular,
(1iii) F : [0, T ] × Rn × Rn ( Rn is an upper-Carathéodory multivalued mapping.

By a solution of problem (1), we mean a vector function x : [0, T ] → Rn with an absolutely continuous first derivative
(i.e. x ∈ AC1([0, T ],Rn)) which satisfies (1), for almost all t ∈ [0, T ].
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Problem (1) was studied by ourselves via a bound sets approach already in [1]. There the conditions concerning
(Lyapunov-like) bounding functionswere not imposed directly on the boundaries of bound sets, but at some vicinity of them.
This problem does not occur for Marchaud systems, i.e. for systemswith globally upper semicontinuous right-hand sides

(see [2]). On the other hand, the case of upper-Carathéodory systems must be furthermore elaborated, for the same goal, by
means of suitable Scorza–Dragoni type theorems which is the main aim of this paper.
For the first-order systems, the situation is analogous, but less technical (see [3–7] and cf. [8, Chapter III.8]). Nevertheless,

the second-order systems allow us somemore flexibility in the sense that the derivatives need not necessarily be taken into
account.
The original idea of applying the Scorza–Dragoni technique comes from [9], where guiding functions were employed

for vector first-order Carathéodory differential equations. For further references concerning boundary value problems for
second-order systems, see, e.g., [1,2,10–12] and the references therein.
Our main result (see Theorem 3.1) shows the solvability of the b.v.p. (1) in the upper-Carathéodory case with strictly

localized bounding functions. We separated as much as possible the technicalities needed for its proof into Preliminaries.
Its applicability is finally demonstrated by a simple illustrating example for a dry friction problem, when both periodic
(M = N = I) and anti-periodic (M = N = −I) solutions coexist in a given set.

2. Preliminaries

If (X, d) is a metric space and A ⊂ X, by A and ∂A,wemean the closure and the boundary of A, respectively. For a subset
A ⊂ X and ε > 0,we define the set Nε(A) := {x ∈ X | ∃a ∈ A : d(x, a) < ε}, i.e. Nε(A) is an open neighborhood of the set A
in X .
The symbol BR denotes, as usually, the open ball in Rn with radius R > 0 centered at 0, i.e. BR := {x ∈ Rn | |x| < R}.
Let us recall the following definitions from the multivalued analysis. Let X and Y be arbitrary metric spaces. We say that

ϕ is a multivalued mapping from X to Y (written ϕ : X ( Y ) if, for every x ∈ X, a nonempty subset ϕ(x) of Y is prescribed.
A multivalued mapping ϕ : X ( Y is called upper semicontinuous (shortly, u.s.c.) if, for each open U ⊂ Y , the set

{x ∈ X | ϕ(x) ⊂ U} is open in X .
Let Y be a metric space and (Ω,U, µ) be a measurable space, i.e. a nonempty setΩ equipped with a suitable σ -algebra

U of its subsets and a countably additive measure µ on U. A multivalued mapping ϕ : Ω ( Y is called measurable if
{ω ∈ Ω | ϕ(ω) ⊂ V } ∈ U, for each open set V ⊂ Y . In what follows, the symbol µ will exclusively denote the Lebesgue
measure on R.
We say that mapping ϕ : J ×Rm ( Rn,where J ⊂ R is a compact interval, is an upper-Carathéodory mapping if the map

ϕ(·, x) : J ( Rn is measurable, for all x ∈ Rm, the map ϕ(t, ·) : Rm ( Rn is u.s.c., for almost all (a.a.) t ∈ J , and the set
ϕ(t, x) is compact and convex, for all (t, x) ∈ J × Rm.
Let X = (X, d) be a metric space. A multivalued mapping ϕ : X ( X with bounded values is called Lipschitzian if there

exists a constant L > 0 such that

dH(ϕ(x), ϕ(y)) ≤ Ld(x, y),

for every x, y ∈ X,where

dH(A, B) := inf{r > 0 | A ⊂ Nr(B) and B ⊂ Nr(A)}

stands for the Hausdorff distance. For more information and details concerning multivalued analysis, see, e.g., [8,13–15].
We will also need the following slight modification of the Scorza–Dragoni type result for multivalued mappings.

Proposition 2.1 (cf., e.g., [16, Proposition 8]). Let X ⊂ Rm be compact and let F : [a, b] × X ( Rn be an upper-Carathéodory
mapping. Then there exists amultivaluedmapping F0 : [a, b]×X ( Rn∪{∅}with compact, convex values and F0(t, x) ⊂ F(t, x),
for all (t, x) ∈ [a, b] × X, having the following properties:

(i) if u, v : [a, b] → Rn are measurable functions with v(t) ∈ F(t, u(t)), on [a, b], then v(t) ∈ F0(t, u(t)), a.e. on [a, b];
(ii) for every ε > 0, there exists a closed Iε ⊂ [a, b] such that µ([a, b] \ Iε) < ε, F0(t, x) 6= ∅, for all (t, x) ∈ Iε × X, and F0 is
u.s.c. on Iε × X .

It will be convenient to recall some basic facts concerning evolution systems. For a suitable introduction and further
details, we refer, e.g., to [17].
Hence, let C : [a, b] → Rm×m be a measurable matrix function such that |C(t)| ≤ c(t), for all t ∈ [a, b], with c ∈

L1([a, b], [0,∞)) and let f ∈ L1([a, b],Rm). Given x0 ∈ Rm, consider the linear initial value problem

ẋ(t) = C(t)x(t)+ f (t), x(a) = x0. (2)

It iswell-known (see, e.g., [17]) that, for the uniquely solvable problem (2), there exists the evolution operator {U(t, s)}(t,s)∈∆,
where∆ := {(t, s) : a ≤ s ≤ t ≤ b}, such that

|U(t, s)| ≤ e
∫ t
s |C(τ )| dτ , for all (t, s) ∈ ∆; (3)
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in addition, the unique solution x(·) of (2) is given by

x(t) = U(t, a)x0 +
∫ t

a
U(t, s)f (s)ds, t ∈ [a, b]. (4)

Given them×mmatrix D, the linear Floquet b.v.p.

ẋ(t) = C(t)x(t)+ f (t),
x(b) = Dx(a)

}
(5)

associated to the equation in (2), satisfies the following property.

Lemma 2.1. If D− U(b, a) is invertible, then (5) admits a unique solution given by

x(t) = U(t, a)
[
D− U(b, a)

]−1 ∫ b

a
U(b, τ )f (τ ) dτ +

∫ t

a
U(t, τ )f (τ ) dτ . (6)

Proof. In view of (4) and the Floquet boundary condition,

U(b, a)x0 +
∫ b

a
U(b, s)f (s) ds = Dx(a) = Dx0.

Thus, if D− U(b, a) is invertible, the foregoing equation is satisfied just for the unique value

x0 =
[
D− U(b, a)

]−1 ∫ b

a
U(b, τ )f (τ ) dτ .

Substituting it into (4), we arrive at (6). �

Remark 2.1. Denoting

Λ := e
∫ b
a c(s) ds, Γ := |[D− U(b, a)]−1|,

we obtain, in view of (3), (6) and the constraint for C(t), the following estimate for the solution x(·) of (5)

|x(t)| ≤ Λ (ΛΓ + 1)
∫ b

a
|f (s)| ds. (7)

It is easy to give a necessary and sufficient condition for the invertibility of D− U(b, a).

Lemma 2.2. Operator D− U(b, a) is invertible if and only if the associated homogeneous problem

ẋ(t) = C(t)x(t), for a.a. t ∈ [a, b],
x(b) = Dx(a)

}
(8)

has only the trivial solution.

Proof. Consider the b.v.p. (5) with f ∈ L1([a, b],Rm). According to [6, Lemma 5.1], D − U(b, a) is invertible if and only
if (5) is uniquely solvable, for each f ∈ L1([a, b],Rm). In the quoted lemma, this equivalence was obtained under the a
priori assumption that D is invertible. It is however easy to see that the invertibility of D is not necessary to conclude.
According to [18, Lemma 2], the property that (8) has only the trivial solution implies the unique solvability of (5), for
each f ∈ L1([a, b],Rm). Since the reversed implication is trivial, we have that the unique solvability of (5), for every
f ∈ L1([a, b],Rm), is, in fact, equivalent to the property that (8) has only the trivial solution which completes the proof. �

Let K be a nonempty bounded subset of Rn and put Q := {q ∈ C1([0, T ],Rn) | q(t) ∈ K , for all t ∈ [0, T ]}. In the proof
of our main result (Theorem 3.1 below), we shall need to consider the following family of b.v.p.s

ẍ(t)+ A(t)ẋ(t)+ B(t)x(t) ∈ G(t, x(t), ẋ(t), q(t), q̇(t), λ), for a.a. t ∈ [0, T ],
x(T ) = Mx(0), ẋ(T ) = Nẋ(0),

}
(9)

where A and B satisfy conditions (1i), λ ∈ [0, 1] and q ∈ Q . In view of the above considerations, when assuming that the
homogeneous problem associated to (9) has only the trivial solution and that

|G(t, x, y, r1, r2, λ)| ≤ α(t), a.e. in [0, T ], (10)
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for all x, y, r2 ∈ Rn, λ ∈ [0, 1] and r1 ∈ K , we are able to show the existence of R > 0 such that |x(t)| ≤ R and |ẋ(t)| ≤ R,
for all t ∈ [0, T ] and every solution x(·) of (9). We can also prove that the constant R does not depend on G, but only on
α(t), A(t), B(t), M, N and T . More precisely, given

C(t)2n×2n :=
(
0 −I
B(t) A(t)

)
, (11)

D2n×2n :=
(
M 0
0 N

)
and

Λ̃ := e
∫ T
0 (a(s)+b(s)+

√
n) ds, Γ̃ := |[D− U(T , 0)]−1|,

η := Λ̃
(
Λ̃Γ̃ + 1

) ∫ T

0
α(s) ds,

(12)

where {U(t, s)}(t,s)∈∆ is the evolution operator associated to ξ̇ (t) = C(t)ξ(t), we can obtain the following result.

Lemma 2.3. Let us consider the b.v.p. (9) and assume that conditions (1i) and (10) are satisfied. Suppose, moreover, that

(i) the associated homogeneous problem

ẍ(t)+ A(t)ẋ(t)+ B(t)x(t) = 0, for a.a. t ∈ [0, T ],
x(T ) = Mx(0), ẋ(T ) = Nẋ(0)

}
has only the trivial solution,

(ii) G : [0, T ] × R4n × [0, 1] ( Rn is an upper-Carathéodory mapping.

Then each solution x(·) of (9) satisfies |x(t)| ≤ η and |ẋ(t)| ≤ η, for all t ∈ [0, T ], with η defined in (12).

Proof. Problem (9) is equivalent to the following first-order one:

ξ̇ (t)+ C(t)ξ(t) ∈ H(t, ξ(t), q(t), q̇(t), λ), for a.a. t ∈ [0, T ], (13)
ξ(T ) = Dξ(0),

where

ξ2n×1 = (x, y)T = (x, ẋ)T,

matrices C(t) and Dwere defined above and

H(t, ξ , q, q̇, λ) = (0,G(t, x, y, q, q̇, λ))T.

According to the assumption (i), the associated homogeneous problem to (13)

ξ̇ (t)+ C(t)ξ(t) = 0, for a.a. t ∈ [0, T ],
ξ(T ) = Dξ(0),

has only the trivial solution. In view of (1i) and the definition of C , |C(t)| ≤ a(t) + b(t) +
√
n, for all t ∈ [0, T ]. Let

ξ(t) = (x(t), ẋ(t)) be a solution of problem (13) and let us take an arbitrary h(t) ∈ H(t, ξ(t), q(t), q̇(t), λ). From (10) and
the definition of H , we obtain

|h(t)| ≤ α(t), for a.a. t ∈ [0, T ].

Lemma 2.2 and (7) then imply that

|ξ(t)| ≤ Λ̃
(
Λ̃Γ̃ + 1

) ∫ T

0
α(s) = η

which completes the proof. �

3. Main existence and localization result

Now, it is time to consider the Floquet b.v.p. (1). For its solvability, Theorem 3.1 below will be formulated. As we shall
see, the crucial requirement will consist of making a fixed-point free boundary of a parameter set Q of candidate solutions.
In other words, we need to guarantee a transversality condition on the boundary of the associated bound set K . Therefore,
in order to understand the geometric behaviour of trajectories, it is natural to start with the definition of a bound set K and
to indicate two properties (H1), (H2) of the basic tool, a Lyapunov-like bounding function V .
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Hence, let K ⊂ Rn be a nonempty open bounded set satisfying the following conditions:

(Ki) 0 ∈ K ,
(Kii) M∂K = ∂K ,
(Kiii) the closure K of K is a retract of Rn.

Moreover, let V : Rn → R be a suitable C2-function such that

(H1) V | ∂K = 0,
(H2) V (x) ≤ 0, for all x ∈ K .

Definition 3.1. A nonempty open set K ⊂ Rn is called a bound set for the b.v.p. (9) if there does not exist a solution x of the
b.v.p. (9) such that x(t) ∈ K , for each t ∈ [0, T ], and x(t0) ∈ ∂K , for some t0 ∈ [0, T ].

The proof of Theorem 3.1 below will be based on the following proposition developed, in principle, by ourselves in
[1, Theorem 2] jointly with the Scorza–Dragoni technique in Proposition 2.1.

Proposition 3.1 (cf. [1, Theorem 2]). Let us consider the Floquet b.v.p. (1), the set K satisfying conditions (Ki)–(Kiii) and assume
that

(Pi) there exists an upper-Carathéodory mapping C : [0, T ] × R4n × [0, 1] ( Rn such that

C(t, c, d, c, d, 1) ⊂ F(t, c, d), for all (t, c, d) ∈ [0, T ] × Rn × Rn,

(Pii) for each t ∈ [0, T ], r1 ∈ K , r2 ∈ Rn and λ ∈ [0, 1], C(t, ·, ·, r1, r2, λ) is Lipschitzian with a Lipschitz function L(t) =
L+ l(t), where constant L as well as

∫ T
0 l(t) dt are sufficiently small,

(Piii) there exists a nonnegative, integrable function α : [0, T ] → R such that

|C(t, x, y, r1, r2, λ)| ≤ α(t), for a.a. t ∈ [0, T ],

for all x, y ∈ Rn, r1 ∈ K , r2 ∈ Rn and λ ∈ [0, 1],
(Piv) the associated homogeneous problem

ẍ(t)+ A(t)ẋ(t)+ B(t)x(t) = 0, for a.a. t ∈ [0, T ],
x(T ) = Mx(0), ẋ(T ) = Nẋ(0)

}
has only the trivial solution,

(Pv) T(Q × {0}) ⊂ Q , where Q is defined by the formula

Q := {q ∈ C1([0, T ],Rn) | q(t) ∈ K , for all t ∈ [0, T ]} (14)

and T denotes the mapping which assigns to any (q, λ) ∈ Q × [0, 1] the set of solutions of

ẍ(t)+ A(t)ẋ(t)+ B(t)x(t) ∈ C(t, x(t), ẋ(t), q(t), q̇(t), λ), for a.a. t ∈ [0, T ],
x(T ) = Mx(0), ẋ(T ) = Nẋ(0),

}
(15)

(Pvi) there exists ε > 0 such that, for all λ ∈ (0, 1), x ∈ K ∩ Nε(∂K), t ∈ (0, T ) and v ∈ Rn satisfying |v| ≤ η with η defined
in (12),

〈HV (x)v, v〉 + 〈∇V (x), w〉 > 0, (16)

for allw ∈ C(t, x, v, x, v, λ)− A(t)v − B(t)x,
(Pvii) for all x ∈ ∂K and v ∈ Rn satisfying |v| ≤ η,

〈∇V (Mx),Nv〉 · 〈∇V (x), v〉 > 0

or

〈∇V (Mx),Nv〉 = 〈∇V (x), v〉 = 0.

Then the Floquet b.v.p. (1) has a solution x(·) such that x(t) ∈ K, for all t ∈ [0, T ].

Remark 3.1. We note that the analogous conclusions in [1, Proposition 5], which are crucial for proving [1, Theorem 2], are
true even if conditions (24) and (25) in the quoted proposition are only valid for v satisfying |v| ≤ η, with η defined as in
(12). Indeed, checking the proof of the quoted proposition, v plays the role of the solution derivative which, according to
Lemma 2.3, always satisfies the mentioned inequality. Therefore, Proposition 3.1 represents a bit more general version of
[1, Theorem 2]. It differs from the quoted theorem also because a sufficiently small Lipschitz constant L is here replaced by
an integrable function L(t) such that

∫ T
0 L(t) dt is sufficiently small. This change is quite standard and it already appeared in

[3, Proposition 2]. On the other hand, the bounding function V (taken here, for the sake of simplicity, from the C2-class) can
be only smooth with a locally Lipschitzian gradient ∇V , as in [1, Theorem 2].
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Remark 3.2. Conditions (Pvi) and (Pvii) guarantee that K is a bound set for the b.v.p.

ẍ(t)+ A(t)ẋ(t)+ B(t)x(t) ∈ C(t, x(t), ẋ(t), x(t), ẋ(t), λ), for a.a. t ∈ [0, T ],
x(T ) = Mx(0), ẋ(T ) = Nẋ(0),

}
(17)

for all λ ∈ (0, 1).

Approximating the original problem by a sequence of problems satisfying conditions of Proposition 3.1 and applying the
Scorza–Dragoni type result (Proposition 2.1), we are already able to state the main result of the paper. The transversality
condition is now required only on the boundary ∂K of the set K , but not on the whole neighborhood K ∩ Nε(∂K), as in
Proposition 3.1, whence the title.

Theorem 3.1. Let us consider the Floquet b.v.p. (1) and assume that

(i) there exists an upper-Carathéodory mapping C : [0, T ] × R4n ( Rn such that

C(t, c, d, c, d) ⊂ F(t, c, d), for all (t, c, d) ∈ [0, T ] × Rn × Rn,

(ii) C(t, ·, ·, r1, r2) is Lipschitzian with a sufficiently small Lipschitz constant L, for each t ∈ [0, T ], r1 ∈ K and r2 ∈ Rn,
(iii) there exists a nonnegative, integrable function α : [0, T ] → R such that

|C(t, x, y, r1, r2)| ≤ α(t), for a.a. t ∈ [0, T ],

for all x, y ∈ Rn, r1 ∈ K and r2 ∈ Rn,
(iv) the associated homogeneous problem

ẍ(t)+ A(t)ẋ(t)+ B(t)x(t) = 0, for a.a. t ∈ [0, T ],
x(T ) = Mx(0), ẋ(T ) = Nẋ(0)

}
has only the trivial solution,

(v) for all λ ∈ (0, 1), x ∈ ∂K , t ∈ (0, T ) and v ∈ Rn, it holds that

〈∇V (x), w〉 > 0, (18)

for allw ∈ λC(t, x, v, x, v)− A(t)v − B(t)x,
(vi) there exists h > 0 such that HV (x) is positive semi-definite, for all x ∈ K ∩ Nh(∂K),
(vii) for all x ∈ ∂K and v ∈ Rn,

〈∇V (Mx),Nv〉 · 〈∇V (x), v〉 > 0

or

〈∇V (Mx),Nv〉 = 〈∇V (x), v〉 = 0,

(viii) for all x ∈ ∂K , ∇V (x) 6= 0.

Then the b.v.p. (1) has a solution x(·) such that x(t) ∈ K, for all t ∈ [0, T ].

Proof. According to condition (viii) and since ∂K is compact, there exists δ > 0 such that ∇V (x) 6= 0, for all x ∈ Nδ(∂K).
Moreover, there exists γ > 0 such that |∇V (x)| ≥ γ , for all x ∈ ∂K .
Let τ ∈ C1(Rn, [0, 1]) be such that τ ≡ 1 on N δ

2
(∂K) and τ ≡ 0 on Rn \ Nδ(∂K).

Conditions (i), (iii) and (iv) guarantee (cf. Lemma 2.3) that there exists η > 0, defined in (12), such that, for all λ ∈ [0, 1]
and q ∈ Q , where Q is defined by formula (14), an arbitrary solution x(·) of

ẍ(t)+ A(t)ẋ(t)+ B(t)x(t) ∈ λC(t, x(t), ẋ(t), q(t), q̇(t)), for a.a. t ∈ [0, T ],
x(T ) = Mx(0), ẋ(T ) = Nẋ(0)

}
(19)

satisfies |x(t)| ≤ η and |ẋ(t)| ≤ η, for all t ∈ [0, T ].
Let us consider an open bounded set K0 ⊂ Rn such that K ⊂ K0. Since C is an upper-Carathéodory mapping and A, B are

measurable matrix functions, we can apply a Scorza–Dragoni type result (cf. Proposition 2.1). Consequently, there exists a
decreasing sequence {θm} of subsets of [0, T ] and a measurable mapping C : [0, T ] × K0 × B2η × K0 × B2η ( Rn such that,
for everym ∈ N,

• [0, T ] \ θm is compact and µ(θm) < 1
m ,

• C(t, x, y, u, v) ⊂ C(t, x, y, u, v), for all (t, x, y, u, v) ∈ [0, T ] × K0 × B2η × K0 × B2η ,
• C is u.s.c. on ([0, T ] \ θm)× K0 × B2η × K0 × B2η ,
• A, B are continuous matrix functions on [0, T ] \ θm.
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It is obvious that ∩∞m=1 θm has zero Lebesgue measure and that limm→∞ χθm(t) = 0, for every t 6∈ ∩
∞

m=1 θm. Therefore, C
is an upper-Carathéodory mapping.
Let us define the mapping Ĉ : [0, T ] × R4n ( Rn by the formula

Ĉ(t, x, y, u, v) :=
{
C(t, x, y, u, v), for (t, x, y, u, v) ∈ [0, T ] × K0 × B2η × K0 × B2η,
C(t, x, y, u, v), otherwise.

Since K0 is open and Ĉ(t, x, y, u, v) ⊂ C(t, x, y, u, v), for all (t, x, y, u, v) ∈ [0, T ] × R4n, the mapping Ĉ is also an upper-
Carathéodory mapping.
Let us define the function p : [0, T ] → R by the formula

p(t) :=
{
α(t)+ 2a(t)η + b(t)max

k∈K
|k|
}

and, for allm ∈ N, let us consider themth problem

ẍ(t)+ A(t)ẋ(t)+ B(t)x(t) ∈ Fm(t, x(t), ẋ(t)), for a.a. t ∈ [0, T ],
x(T ) = Mx(0), ẋ(T ) = Nẋ(0),

}
(Pm)

where Fm : [0, T ] × R2n ( Rn is defined by

Fm(t, x, y) := F(t, x, y)+ τ(x)
(
p(t)χθm(t)+

1
m

)
∇V (x)
|∇V (x)|

.

Moreover, let us consider the problem (Πm), associated to (Pm),

ẍ(t)+ A(t)ẋ(t)+ B(t)x(t) ∈ Cm(t, x(t), ẋ(t), q(t), q̇(t), λ), for a.a. t ∈ [0, T ],
x(T ) = Mx(0), ẋ(T ) = Nẋ(0),

}
(Πm)

where Cm : [0, T ] × R4n × [0, 1] ( Rn is defined by

Cm(t, x, y, u, v, λ) := λĈ(t, x, y, u, v)+ τ(x)
(
p(t)χθm(t)+

1
m

)
∇V (x)
|∇V (x)|

.

Let us note that, according to their definitions, the mappings Fm and Cm are, for allm ∈ N, upper-Carathéodory mappings.
Let us now prove that there existsm0 ∈ N such that, for allm ∈ N, m ≥ m0, the problem (Pm) satisfies all assumptions

of Proposition 3.1.

ad (Pi) Since Ĉ(t, x, y, u, v) ⊂ C(t, x, y, u, v), for all (t, x, y, u, v) ∈ [0, T ] × R4n, we have, for all m ∈ N and all
(t, x, y) ∈ [0, T ] × R2n,

Cm(t, x, y, x, y, 1) ⊂ C(t, x, y, x, y)+ τ(x)
(
p(t)χθm(t)+

1
m

)
∇V (x)
|∇V (x)|

⊂ Fm(t, x, y).

Therefore, mappings Fm and Cm satisfy, for allm ∈ N, condition (Pi) in Proposition 3.1.
ad (Pii) Let us denote by P the Lipschitz constant of τ(x) ∇V (x)|∇V (x)| . The mapping Cm(t, ·, ·, r1, r2, λ) is, for all t ∈ [0, T ],

r1 ∈ K , r2 ∈ Rn andλ ∈ [0, 1], Lipschitzianwith Lipschitz function L+l(t), where l(t) := P ·(p(t)χθm(t)+
1
m ).

Since p(·) ∈ L1([0, T ],R) and µ(θm) < 1
m , it is possible to find m ∈ N such that, for all m ∈ N, m ≥ m, the

integral
∫ T
0 l(t) dt is sufficiently small.

ad (Piii), (Piv) Conditions (Piii) and (Piv) follow immediately from the definition of Cm and from assumptions (iii) and (iv).
ad (Pv) For λ = 0, problem (Πm) reduces to

ẍ(t)+ A(t)ẋ(t)+ B(t)x(t) = τ(x)
(
p(t)χθm(t)+

1
m

)
∇V (x)
|∇V (x)|

, for a.a. t ∈ [0, T ],

x(T ) = Mx(0), ẋ(T ) = Nẋ(0).

 (20)

Let

νm := Λ̃
(
Λ̃Γ̃ + 1

) ∫ T

0

(
p(s)χθm(s)+

1
m

)
ds

with Λ̃ and Γ̃ defined in (12). Since∣∣∣∣τ(x)(p(t)χθm(t)+ 1m
)
∇V (x)
|∇V (x)|

∣∣∣∣ ≤ p(t)χθm(t)+ 1m , for a.a. t ∈ [0, T ],
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every solution ym of (20) satisfies, according to Lemma 2.3,

|ym(t)| ≤ νm, |ẏm(t)| ≤ νm, for all t ∈ [0, T ].

Since µ(θm) < 1
m , it holds that νm → 0 as m→∞. Consequently, because 0 ∈ K and K is an open set, it is

possible to find m̃ such that, for allm ≥ m̃, every solution ym of (20) satisfies ym(t) ∈ K , for all t ∈ [0, T ].
ad (Pvi) Let xm be a solution of (Πm). It follows from Lemma 2.3 that

|xm(t)| ≤ ηm, |ẋm(t)| ≤ ηm, for all t ∈ [0, T ],

with

ηm = Λ̃
(
Λ̃Γ̃ + 1

) ∫ T

0

(
α(s)+ p(s)χθm(s)+

1
m

)
ds,

where Λ̃ and Γ̃ are defined in (12). Since µ(θm) < 1
m , it is easy to see that∫ T

0

(
p(s)χθm(s)+

1
m

)
ds→ 0,

implying ηm → η as m → ∞. Therefore, it is possible to find m∗ ∈ N such that ηm < 2η, for all m ∈ N,
m ≥ m∗.
Let us now verify condition (Pvi), for allm ∈ N, m ≥ m∗.
– At first, consider an arbitrary t ∈ θm, x ∈ N δ

2
(∂K) ∩ Nh(∂K) ∩ K , λ ∈ (0, 1), v ∈ Rn with |v| ≤ 2η and

wm ∈ Cm(t, x, v, x, v, λ)− A(t)v − B(t)x. Then

wm = w + τ(x)
(
p(t)χθm(t)+

1
m

)
∇V (x)
|∇V (x)|

withw ∈ λĈ(t, x, v, x, v)− A(t)v − B(t)x and
〈HV (x)v, v〉 + 〈∇V (x), wm〉 ≥ 〈∇V (x), wm〉,

by means of condition (vi). Moreover,

〈∇V (x), wm〉 = 〈∇V (x), w〉 + τ(x)
(
p(t)χθm(t)+

1
m

)
· |∇V (x)|

= 〈∇V (x), w〉 +
(
p(t)+

1
m

)
· |∇V (x)| ≥

(
−|w| + p(t)+

1
m

)
· |∇V (x)| > 0,

because |∇V (x)| > 0 and since, according to conditions (1i), (iii), we have
|w| ≤ α(t)+ a(t)|v| + b(t)|x| ≤ α(t)+ 2a(t)η + b(t)max

k∈K
|k| = p(t).

– Let t ∈ (0, T )\ θm, x ∈ ∂K , v ∈ Rn with |v| ≤ 2η, λ ∈ (0, 1) andwm ∈ Cm(t, x, v, x, v, λ)−A(t)v−B(t)x.
Then χθm(t) = 0, τ(x) = 1 and

〈HV (x)v, v〉 + 〈∇V (x), wm〉 ≥ 〈∇V (x), wm〉,
according to condition (vi). Moreover, there existsw ∈ λĈ(t, x, v, x, v)− A(t)v − B(t)x such that

〈∇V (x), wm〉 = 〈∇V (x), w〉 +
1
m
· |∇V (x)| >

γ

m
,

by means of condition (v) and reasonings at the beginning of the proof.
According to the Scorza–Dragoni result and since Ĉ = C on ([0, T ] \ θm) × K × B2η × K × B2η , the

mapping Ĉ is u.s.c. on ([0, T ] \ θm) × K × B2η × K × B2η . By the same reason, A, B are continuous on
[0, T ] \ θm. Moreover, V ∈ C2(Rn,R), and therefore, there exists κm > 0 such that

〈HV (x)v, v〉 + 〈∇V (x), wm〉 > 0,
for all t ∈ (0, T ) \ θm, x ∈ Nκm(∂K) ∩ K ∩ Nh(∂K), v ∈ Rn with |v| ≤ 2η, λ ∈ (0, 1) and wm ∈
Cm(t, x, v, x, v, λ)− A(t)v − B(t)x.

Assumption (Pvi) is, therefore, satisfied with ε = min
{
δ
2 , κm, h

}
.

ad (Pvii) Condition (Pvii) follows immediately from assumption (vii).

Therefore, we can apply Proposition 3.1 obtaining, for all m ≥ max{m,m∗, m̃}, the existence of a solution xm of the mth
problem (Pm) such that xm(t) ∈ K , for each t ∈ [0, T ]. Due to the continuation principle (see, e.g., [1, Theorem 1]) used for
solving (Pm), xm is indeed a solution of (Πm), for λ = 1. Therefore, according to part ad (Pvi) of this proof, we obtain that
|ẋm(t)| ≤ 2η, for allm ≥ m∗ and t ∈ [0, T ]with η defined in (12). Hence, (1i), assumption (iii) and the definition of τ imply
|ẍm(t)| ≤ 4ηa(t)+ 2b(t)maxk∈K |k| + 2α(t)+ 1. It is then possible to get x ∈ C

1([0, T ],Rn) with absolutely continuous ẋ
and a subsequence (see, e.g., [13, Theorem 0.3.4]), again denoted as the sequence, such that xm → x, ẋm → ẋ, uniformly in
[0, T ], and ẍm ⇀ ẍ, weakly in L1([0, T ],Rn), asm→∞. Thus, x satisfies the boundary conditions in (1). Put

ϕm(t) := τ(xm(t))
(
p(t)χθm(t)+

1
m

)
·
∇V (xm(t))
|∇V (xm(t))|

.
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It is easy to see that

(ẋm(t), ẍm(t)− ϕm(t))T ∈
(
0, Ĉ(t, xm(t), ẋm(t), xm(t), ẋm(t))

)T
− C(t) (xm(t), ẋm(t))T ,

for a.a. t ∈ [0, T ], where the 2n×2nmatrix function C was defined in (11). Since |ϕm(t)| ≤ p(t)χθm(t)+
1
m , for a.a. t ∈ [0, T ],

and ϕm(t) → 0 as m → ∞ in [0, T ], we have that (ẋm(t), ẍm(t) − ϕm(t)) ⇀ (ẋ, ẍ), weakly in L1([0, T ],Rn), as m → ∞.
Therefore, a standard limiting argument (see [1, Proposition 2]) implies that x is a solution of problem (1). Finally, since
xm(t) ∈ K , for allm ∈ N and t ∈ [0, T ], we obtain that also x(t) ∈ K , for all t ∈ [0, T ], which completes the proof. �

As an application of Theorem 3.1, we conclude by the following simple illustrating example.

Example 3.1. Let us consider the vector dry friction b.v.p.

ẍ(t)+ a · x(t)+ b · sgn ẋ(t) = p(t, x(t)), for a.a. t ∈ [0, T ],
x(T ) = x(0), ẋ(T ) = ẋ(0), or
x(T ) = −x(0), ẋ(T ) = −ẋ(0),

}
(21)

where a < 0, x(t) = (x1(t), x2(t), . . . , xn(t))T, sgn ẋ(t) = (sgn ẋ1(t), sgn ẋ2(t), . . . , sgn ẋn(t))T and p : [0, T ]×Rn → Rn is
a Carathéodory function such that |p(t, x)| ≤ p(t)with p ∈ L1([0, T ], [0,∞)). Assume that 〈p(t, x), x〉 ≥ 0, for all t ∈ (0, T )
and x ∈ Rn with |x| = R, where R > 0 is a suitable number such that b ∈

( aR
n ,
−aR
n

)
.

Because of discontinuity in sgn y,we can only consider Filippov solutions which can be identified (see, e.g., [8,16,19]) as
Carathéodory solutions of

ẍ(t)+ a · x(t) ∈ p(t, x(t))− b · Sgn ẋ(t), for a.a. t ∈ [0, T ],
x(T ) = x(0), ẋ(T ) = ẋ(0), or
x(T ) = −x(0), ẋ(T ) = −ẋ(0),

}
(22)

where Sgn y = (Sgn y1, Sgn y2, . . . , Sgn yn)T and, for all i ∈ {1, 2, . . . , n},

Sgn yi :=

{
− 1, for yi < 0,
[−1, 1], for yi = 0,
1, for yi > 0.

We will show that, under the above assumptions, the dry friction b.v.p. (22) admits both periodic and anti-periodic
solutions.
Defining K := {x ∈ Rn | |x| < R} and, for all t ∈ [0, T ] and (x, y, u, v) ∈ R4n, C(t, x, y, u, v) := p(t, u) − b · Sgn v, the

mapping C : [0, T ] × R4n ( Rn obviously satisfies conditions (i)–(iii) from Theorem 3.1.
Moreover, both the associated homogeneous problems

ẍ(t)+ a · x(t) = 0, for a.a. t ∈ [0, T ],
x(T ) = x(0), ẋ(T ) = ẋ(0),

}
(23)

ẍ(t)+ a · x(t) = 0, for a.a. t ∈ [0, T ],
x(T ) = −x(0), ẋ(T ) = −ẋ(0)

}
(24)

have only the trivial solution, i.e. condition (iv) from Theorem 3.1 holds as well.
For verifying conditions (v)–(viii), let us define, for all x ∈ Rn, V (x) := 1

2

(
|x|2 − R2

)
. For all x ∈ Rn,∇V (x) = x and

HV (x) = I .
Therefore, for all λ ∈ (0, 1), x = (x1, . . . , xn) ∈ ∂K , v = (v1, . . . , vn) ∈ Rn andw ∈ λ · p(t, x)− λ · b · Sgn v − a · x,

〈∇V (x), w〉 ≥ λ〈x, p(t, x)〉 − λ〈x, b · Sgn v〉 − a〈x, x〉
≥ −|b| (|x1| + · · · + |xn|)− a · R2 > −|b|nR− a · R2 > 0

since b ∈
( aR
n ,
−aR
n

)
and 〈x, p(t, x)〉 ≥ 0, for all t ∈ [0, T ] and x ∈ Rn with |x| = R. Thus, condition (v) from Theorem 3.1

holds, too. Assumptions (vi) and (viii) follow immediately from the definition of the function V and the set K .
Condition (vii) is also satisfied, for bothperiodic and anti-periodic problems, because, forM = N = I , or, forM = N = −I ,

〈∇V (Mx),Nv〉 · 〈∇V (x), v〉 = 〈x, v〉2;

hence, when x ∈ ∂K and v 6= 0, then 〈x, v〉2 > 0 while 〈∇V (Mx),Nv〉 = 〈∇V (x), v〉 = 0 when v = 0.
All assumptions of Theorem 3.1 are so satisfied, by which, the dry friction problem (22) admits a periodic solution x1(·)

and an anti-periodic solution x2(·) such that |x1(t)| ≤ R and |x2(t)| ≤ R, for all t ∈ [0, T ]. These solutions represent Filippov
solutions of the original problem (21).

Remark 3.3. The sufficient conditions can be obviously slightly improved in the sense that R > 0 can be such that only
〈x, p(t, x)〉 > |b| · n · R+ a · R2, for |x| = R and t ∈ (0, T ). Because of transparency, we preferred to present only a special,
but much more explicit, case.
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A SCORZA–DRAGONI APPROACH TO DIRICHLET PROBLEM

WITH AN UPPER-CARATHÉODORY RIGHT-HAND SIDE

Martina Pavlačková

Abstract. In this paper, the existence and localization result will
be proven for multivalued vector Dirichlet problem with an upper-

Carathéodory right-hand side by using bound sets approach. Since Scorza–

Dragoni type technique will be furthermore applied, the conditions for
bounding functions can be required directly on the boundaries of bound

sets and not at some vicinity of them.

1. Introduction

Boundary value problems (b.v.p.) for second-order differential inclusions

have been studied for many years (see, e.g. [1], [5], [6], [9]–[11], [13]) since to

their applications in several areas, such as physics, control theory or mathemat-

ical economics. In mentioned papers, various methods (like an upper and lower

solutions technique, topological transformations, fixed point technique or tube

solution method) were applied for obtaining the existence results. In this paper,

except for the existence of a solution, also its localization is studied for multi-

valued vector Dirichlet problem. More concretely, let us consider the Dirichlet

multivalued problem

(1.1)

ẍ(t) ∈ F (t, x(t), ẋ(t)), for a.a. t ∈ [0, T ],

x(T ) = x(0) = 0,

2010 Mathematics Subject Classification. 34A60, 34B15.
Key words and phrases. Dirichlet problem, upper-Carathéodory differential inclusions,

localization of a solution, strictly localized bounding functions, Scorza–Dragoni technique.
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where F : [0, T ]×Rn×Rn( Rn is an upper-Carathéodory multivalued mapping,

together with the localization condition

(1.2) x(t) ∈ K, for all t ∈ [0, T ],

where K ⊂ Rn is given open bounded set containing the null vector 0.

Let us note that the notion of a solution will be understood in the strong

sense, i.e. by a solution of problem (1.1)–(1.2) we shall mean a function x : [0, T ]

→ Rn with absolutely continuous first derivative satisfying (1.1)–(1.2).

Dirichlet viability problem (1.1)–(1.2) was already studied in [7], [12]. In [7],

the multivalued mapping F was globally u.s.c. and conditions for bounding

functions were imposed directly on boundaries of bound sets, while in [12], F

was an upper-Carathéodory multivalued mapping but the conditions concerning

bounding functions were imposed at some vicinity of the boundaries of bounds

sets. Since the Scorza–Dragoni type technique is applied in the present paper,

conditions for bounding functions are imposed directly on boundaries of bound

sets also in the case of upper-Carathéodory right-hand side. The obtained result

is at the end of the paper illustrated by the vector dry friction problem.

2. Preliminaries

Let us start with notations we use in the paper. If (X, d) is a metric space

and A ⊂ X, by A, IntA, and ∂A, we mean the closure, the interior, and the

boundary of A, respectively. For a subset A ⊂ X and ε > 0, we define the set

Nε(A) := {x ∈ X | there exists a ∈ A : d(x, a) < ε}, i.e. Nε(A) is an open

neighbourhood of the set A in X.

For a given compact real interval J , we denote by C(J,Rn) (by C1(J,Rn)) the

set of all functions x : J → Rn which are continuous (have continuous first deriva-

tives) on J . By AC1(J,Rn), we shall mean the set of all functions x : J → Rn

with absolutely continuous first derivatives on J .

We also need following definitions and notions from multivalued theory in

the sequel. We say that F is a multivalued mapping from X to Y (written

F : X ( Y ) if, for every x ∈ X, a nonempty subset F (x) of Y is given. A mul-

tivalued mapping F : X ( Y is called upper semi-continuous (shortly, u.s.c.)

if, for each open set U ⊂ Y , the set {x ∈ X | F (x) ⊂ U} is open in X.

Let Y be a metric space and (Ω,U , µ) be a measurable space, i.e. a nonempty

set Ω equipped with a suitable σ-algebra U of its subsets and a countably additive

measure µ on U . A multivalued mapping F : Ω ( Y is called measurable if

{ω ∈ Ω | F (ω) ⊂ V } ∈ U , for each open set V ⊂ Y . In the sequel, the symbol µ

will exclusively denote the Lebesgue measure on R.

We say that mapping F : J ×Rm( Rn, where J ⊂ R is a compact interval,

is an upper-Carathéodory mapping if the map F ( · , x) : J ( Rn is measurable,
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for all x ∈ Rm, the map F (t, · ) : Rm( Rn is u.s.c., for almost all t ∈ J, and the

set F (t, x) is compact and convex, for all (t, x) ∈ J × Rm.

In the proof of the main result, the following slight modification of Scorza–

Dragoni type technique for multivalued mappings will be employed.

Proposition 2.1 (cf. e.g. [4, Proposition 8]). Let X ⊂ Rm be compact and

let F : [a, b] × X ( Rn be an upper-Carathéodory mapping. Then there exists

a multivalued mapping F0 : [a, b] × X ( Rn ∪ {∅} with compact, convex values

and F0(t, x) ⊂ F (t, x), for all (t, x) ∈ [a, b]×X, having the following properties:

(a) if u, v : [a, b] → Rn are measurable functions with v(t) ∈ F (t, u(t)) on

[a, b], then v(t) ∈ F0(t, u(t)) almost everywhere on [a, b];

(b) for every ε > 0, there exists a closed Iε ⊂ [a, b] such that µ([a, b]\Iε) < ε,

F0(t, x) 6= ∅, for all (t, x) ∈ Iε ×X and F0 is u.s.c. on Iε ×X.

The proof of main result, Theorem 3.1 below, will be based (except from

Proposition 2.1) also on the following proposition developed in [12]. Its proof

was based on combination of bound sets approach with the continuation principle

developed in [2]. The key point for application of the continuation principle lied

in the fact that we assigned to the Dirichlet problem (1.1) the family of associated

problems

(2.1)

ẍ(t) ∈ λF (t, q(t), q̇(t)), for a.a. t ∈ [0, T ],

x(T ) = x(0) = 0,

where λ ∈ [0, 1], and

(2.2) q ∈ Q := {q ∈ C1([0, T ],Rn) | q(t) ∈ K for all t ∈ [0, T ]}.

Proposition 2.2 (cf. [12, Theorem 4.1 and Corollary 3.1]). Let us consider

the Dirichlet problem (1.1)–(1.2) where F : [0, T ]× Rn × Rn ( Rn is an upper-

Carathéodory multivalued mapping. Moreover, assume that

(a) the closure K of the set K is a retract of Rn,

(b) there exists a nonnegative, integrable function β : [0, T ]→ R such that

|F (t, q(t), q̇(t))| ≤ β(t), a.e. in [0, T ],

for each q ∈ Q, where Q is defined by (2.2)

(c) there exists a function V ∈ C2(Rn,R) satisfying conditions:

(H1) V | ∂K = 0,

(H2) V (x) ≤ 0 for all x ∈ K,

(d) there exists ε > 0 such that, for all x ∈ K∩Nε(∂K), t ∈ (0, T ), λ ∈ (0, 1]

and v ∈ Rn with |v| ≤ 2
∫ T
0
β(t) dt, the following condition:

(2.3) 〈HV (x)v, v〉+ 〈∇V (x), w〉 > 0

holds, for all w ∈ λF (t, x, v).
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Then the Dirichlet viability problem (1.1)–(1.2) has a solution.

The function V satisfying conditions from Proposition 2.2 is called a (Liapu-

nov-like) bounding function. Its existence guarantees that K is a bound set for

the b.v.p.

(2.4)

ẍ(t) ∈ λF (t, x(t), ẋ(t)), for a.a. t ∈ [0, T ],

x(T ) = x(0) = 0,

for all λ ∈ (0, 1], i.e. ensures that there does not exist, for any λ ∈ (0, 1],

a solution x of the b.v.p. (2.4) such that x(t) ∈ K, for each t ∈ [0, T ], and

x(t0) ∈ ∂K, for some t0 ∈ [0, T ].

3. Existence and localization result

Approximating the original problem by a sequence of problems satisfying

conditions of Proposition 2.2 and applying the Scorza–Dragoni type result, we

are already able to state the main result of the paper. The transversality con-

dition imposed on the bounding function is now required only on the boundary

∂K of the set K, and not on the whole neighbourhood K ∩ Nε(∂K), as in

Proposition 2.2.

Theorem 3.1. Let us consider the Dirichlet viability problem (1.1)–(1.2) and

assume that

(a) the closure K of the set K is a retract of Rn,
(b) there exists a nonnegative, integrable function α : [0, T ]→ R such that

|F (t, q(t), q̇(t))| ≤ α(t), a.e. in [0, T ],

for each q ∈ Q, where Q is defined by formula (2.2),

(c) there exists a function V ∈ C2(Rn,R) satisfying conditions (H1), (H2),

(d) for all λ ∈ (0, 1], x ∈ ∂K, t ∈ (0, T ), v ∈ Rn with |v| ≤ 2
∫ T
0

(2α(t)+1) dt,

and w ∈ λF (t, x, v), it holds that

(3.1) 〈∇V (x), w〉 > 0,

(e) there exists h > 0 such that HV (x) is positive semi-definite, for all

x ∈ K ∩Nh(∂K).

Then the Dirichlet viability problem (1.1)–(1.2) has a solution.

Proof. At first, let us consider the family of associated problems (2.1) and

let x be a solution of (2.1) for some (q, λ) ∈ Q × (0, 1]. Then it follows from

the boundary conditions that there exists a point ξ ∈ (0, T ) such that ẋ(ξ) = 0.

Therefore, according to condition (b),

|ẋ(0)| = |ẋ(ξ)− ẋ(0)| =
∣∣∣∣ ∫ ξ

0

ẍ(t) dt

∣∣∣∣ ≤ ∫ ξ

0

|ẍ(t)| dt ≤
∫ ξ

0

α(t) dt ≤
∫ T

0

α(t) dt.
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Therefore, for almost all t ∈ [0, T ],

|ẋ(t)| ≤ |ẋ(0)|+
∫ t

0

α(s) ds ≤ 2

∫ T

0

α(s) ds.

Moreover, for almost all t ∈ [0, T ],

|x(t)| ≤ |x(0)|+
∫ t

0

|ẋ(s)| ds ≤ 2

∫ T

0

∫ T

0

α(s) ds du = 2T

∫ T

0

α(s) ds.

Thus, x satisfies |x(t)| ≤ a and |ẋ(t)| ≤ b, for almost all t ∈ [0, T ], where

(3.2) a := 2T

∫ T

0

α(s) ds and b := 2

∫ T

0

α(s) ds.

It follows from condition (d) and from compactness of ∂K that there exists

δ > 0 such that ∇V (x) 6= 0, for all x ∈ Nδ(∂K). Moreover, there exists γ > 0

such that |∇V (x)| ≥ γ, for all x ∈ ∂K.

Let us consider an open bounded set K0 ⊂ Rn such that K ⊂ K0. Since F

is an upper-Carathéodory mapping, we can apply a Scorza–Dragoni type result

(cf. Proposition 2.1). Consequently, there exists a decreasing sequence {θm} of

subsets of [0, T ] and a measurable mapping F : [0, T ] × K0 × B2b ( Rn such

that, for every m ∈ N,

• [0, T ] \ θm is compact and µ(θm) < 1/m,

• F (t, x, y) ⊂ F (t, x, y), for all (t, x, y) ∈ [0, T ]×K0 ×B2b,

• F is u.s.c. on ([0, T ] \ θm)×K0 ×B2b.

It is obvious that
∞⋂
m=1

θm has zero Lebesque measure and that lim
m→∞

χθm(t) = 0,

for every t /∈
∞⋂
m=1

θm. Therefore, F is an upper-Carathéodory mapping.

Let us define the mapping F̂ : [0, T ]× R2n( Rn by the formula

F̂ (t, x, y) :=

F (t, x, y), for (t, x, y) ∈ [0, T ]×K0 ×B2b,

F (t, x, y), otherwise.

Since K0 is open and F̂ (t, x, y) ⊂ F (t, x, y), for all (t, x, y) ∈ [0, T ] × R2n, the

mapping F̂ is also an upper-Carathéodory mapping.

Let τ ∈ C1(Rn, [0, 1]) be such that τ ≡ 1 on Nδ/2(∂K) and τ ≡ 0 on

Rn \Nδ(∂K) and let us consider (for all m ∈ N) the m-th problem

(Pm)

ẍ(t) ∈ Fm(t, x(t), ẋ(t)), for a.a. t ∈ [0, T ],

x(T ) = x(0) = 0,

where an upper-Carathéodory mapping Fm : [0, T ]× R2n( Rn is defined by

Fm(t, x, y) := F (t, x, y) + τ(x)

(
α(t)χθm(t) +

1

m

)
∇V (x)

|∇V (x)|
.
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Moreover, let us consider the family of problems (Πm,q,λ), associated to (Pm),

(Πm,q,λ)

ẍ(t) ∈ λFm(t, q(t), q̇(t)), for a.a. t ∈ [0, T ],

x(T ) = x(0) = 0,

where q ∈ Q and λ ∈ [0, 1].

Let us now prove that there exists m0 ∈ N such that, for all m ∈ N, m ≥ m0,

the problem (Pm) satisfies assumptions (b) and (d) from Proposition 2.2.

(b) Since for all m ∈ N,∣∣∣∣τ(x)

(
α(t)χθm(t) +

1

m

)
∇V (x)

|∇V (x)|

∣∣∣∣ ≤ α(t)χθm(t) +
1

m
≤ α(t) + 1,

for almost all t ∈ [0, T ], it holds for all m ∈ N, q ∈ Q and almost all t ∈ [0, T ]

that

|Fm(t, q(t), q̇(t))| ≤ β(t),

where β(t) := 2α(t) + 1. Assumption (b) from Proposition 2.2 is therefore

satisfied.

(d) If xm be a solution of (Πm,q,λ), then

|xm(t)| ≤ am, |ẋm(t)| ≤ bm, for all t ∈ [0, T ],

where

am = 2T

∫ T

0

(
α(s) + α(s)χθm(s) +

1

m

)
ds,

and

bm = 2

∫ T

0

(
α(s) + α(s)χθm(s) +

1

m

)
ds.

Since µ(θm) < 1/m and 1/m→ 0 as m→∞, it is easy to see that∫ T

0

(
α(s)χθm(s) +

1

m

)
ds→ 0,

implying am → a and bm → b as m → ∞, where a and b are defined by (3.2).

Therefore, it is possible to find m∗ ∈ N such that am < 2a and bm < 2b, for all

m ∈ N, m ≥ m∗.
Let us now verify condition (d) for all m ∈ N, m ≥ m∗.
At first, consider an arbitrary t ∈ θm, x ∈ Nδ/2(∂K)∩Nh(∂K)∩K, λ ∈ (0, 1],

v ∈ Rn with |v| ≤ 2
∫ T
0

(2α(t) + 1) dt and wm ∈ λFm(t, x, v). Then

wm = w + τ(x)

(
α(t)χθm(t) +

1

m

)
∇V (x)

|∇V (x)|

with w ∈ λF̂ (t, x, v) and

〈HV (x)v, v〉+ 〈∇V (x), wm〉 ≥ 〈∇V (x), wm〉,
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by means of condition (e). Moreover,

〈∇V (x), wm〉 = 〈∇V (x), w〉+ τ(x)

(
α(t)χθm(t) +

1

m

)
· |∇V (x)|

= 〈∇V (x), w〉+

(
α(t) +

1

m

)
· |∇V (x)|

≥
(
− |w|+ α(t) +

1

m

)
· |∇V (x)| > 0,

because |∇V (x)| > 0, and since |w| ≤ α(t).

Let t ∈ (0, T ) \ θm, x ∈ ∂K, v ∈ Rn with |v| ≤ 2
∫ T
0

(2α(t) + 1) dt, λ ∈ (0, 1]

and wm ∈ λFm(t, x, v). Then χθm(t) = 0, τ(x) = 1 and

〈HV (x)v, v〉+ 〈∇V (x), wm〉 ≥ 〈∇V (x), wm〉,

according to condition (e). Moreover, there exists w ∈ λF̂ (t, x, v) such that

〈∇V (x), wm〉 = 〈∇V (x), w〉+
1

m
· |∇V (x)| > γ

m
,

by means of condition (d) and reasonings at the beginning of the proof.

According to the Scorza–Dragoni result and since F̂ = F on ([0, T ]\θm)×K×
B2b, the mapping F̂ is u.s.c. on ([0, T ]\θm)×K×B2b. Moreover, V ∈ C2(Rn,R),

and therefore, there exists κm > 0 such that

〈HV (x)v, v〉+ 〈∇V (x), wm〉 > 0,

for all t ∈ (0, T )\θm, x ∈ Nκm
(∂K)∩K∩Nh(∂K), v ∈ Rn with |v| ≤ 2

∫ T
0

(2α(t)

+1) dt, λ ∈ (0, 1] and wm ∈ λFm(t, x, v).

Assumption (d) is, therefore, satisfied with ε = min{δ/2, κm, h}.
Thus, we can apply Proposition 2.2 obtaining, for all m ≥ m∗, the existence

of a solution xm of the m-th problem (Pm) such that xm(t) ∈ K, for each

t ∈ [0, T ]. Due to the continuation principle (see [2]) used for solving (Pm), xm
is indeed a solution of (Πm,q,λ), for λ = 1. Therefore, according to the previous

part of this proof, we obtain that |ẋm(t)| ≤ 2b, for all m ≥ m∗ and t ∈ [0, T ],

where b is defined by (3.2), and |ẍm(t)| ≤ 2α(t) + 1. It is then possible to get

x ∈ C1([0, T ],Rn) with absolutely continuous ẋ and a subsequence (see e.g. [3,

Theorem 0.3.4]), again denoted as the sequence, such that xm → x, ẋm → ẋ,

uniformly in [0, T ], and ẍm ⇀ ẍ, weakly in L1([0, T ],Rn), as m → ∞. Thus, x

satisfies the boundary conditions in (1.1). Put

ϕm(t) := τ(xm(t))

(
α(t)χθm(t) +

1

m

)
· ∇V (xm(t))

|∇V (xm(t))|
.

Since |ϕm(t)| ≤ α(t)χθm(t) + 1/m, for almost all t ∈ [0, T ], and ϕm(t) → 0

as m → ∞ in [0, T ], we have that (ẋm(t), ẍm(t) − ϕm(t)) ⇀ (ẋ, ẍ), weakly in

L1([0, T ],Rn), as m→∞. Therefore, a standard limiting argument implies that

x is a solution of problem (1.1). Finally, since xm(t) ∈ K, for all m ∈ N and
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t ∈ [0, T ], we obtain that also x(t) ∈ K, for all t ∈ [0, T ], which completes the

proof. �

Remark 3.2. As pointed out in the proof, the founded solution x of problem

(1.1)–(1.2) is indeed a solution of (2.1), for q = x and λ = 1. Therefore, due

to the proof and the assumption (b), |ẋ(t)| ≤ b, for all t ∈ [0, T ], where b :=

2
∫ T
0
α(s) ds. It is so possible to enlarge the localization conditions and ensure

the existence of solution of problemẍ(t) ∈ F (t, x(t), ẋ(t)), for a.a. t ∈ [0, T ],

x(T ) = x(0) = 0,

x(t) ∈ K, for all t ∈ [0, T ],

ẋ(t) ∈ Bb, for all t ∈ [0, T ].

As an application of Theorem 3.1, we conclude by the dry friction Dirichlet

problem.

Example 3.3. Let us consider the vector dry friction b.v.p.

(3.3)

ẍ(t) + a · sgn ẋ(t) = ϕ(t, x(t)), for a.a. t ∈ [0, T ],

x(T ) = x(0) = 0,

where a ∈ R, x(t) = (x1(t), . . . , xn(t))T , sgn ẋ(t) = (sgn ẋ1(t), . . . , sgn ẋn(t))T ,

and ϕ : [0, T ]× Rn → Rn is a Carathéodory function such that

|ϕ(t, x)| ≤ β(t)(1 + |x|) with β ∈ L1([0, T ], [0,∞)).

Because of discontinuity in sgn y, we can only consider Filippov solutions which

can be identified (see e.g. [1], [4], [8]) as Carathéodory solutions of

(3.4)

ẍ(t) ∈ ϕ(t, x(t))− a · Sgn ẋ(t), for a.a. t ∈ [0, T ],

x(T ) = x(0) = 0,

where Sgn y = (Sgn y1, . . . ,Sgn yn)T and, for all i ∈ {1, . . . , n},

Sgn yi :=


−1, for yi < 0,

[−1, 1], for yi = 0,

1, for yi > 0.

If there exist D > 0 such that 〈ϕ(t, x), x〉 − a
√
D
√
n > 0, for all t ∈ (0, T )

and x ∈ Rn with |x| = D, then the dry friction b.v.p. (3.4) admits, according to

Theorem 3.1, a solution x such that |x| < D.

More concretely, for verifying conditions (a)–(e) from Theorem 3.1, let us

define the set K := {x ∈ Rn | |x| < D}, the bounding function V (x) :=

(|x|2 − D2)/2, and α(t) := β(t)(1 + D). Then, for all x ∈ Rn, OV (x) = x and
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HV (x) = I, and conditions (a), (c), (e) from Theorem 3.1 are obviously satisfied.

Moreover, since for all λ ∈ (0, 1], x ∈ ∂K, v ∈ Rn and w ∈ λ ·ϕ(t, x)−λ ·a ·Sgn v,

〈OV (x), w〉 ≥ λ(〈x, ϕ(t, x)〉−a(|x1|+ . . .+ |xn|)) ≥ λ(〈ϕ(t, x), x〉−a
√
D
√
n) > 0,

condition (d) from Theorem 3.1 holds, too.

All assumptions of Theorem 3.1 are so satisfied, by which, the dry friction

problem (3.4) admits a solution x such that |x| < D. This solution represents

the Filippov solution of the original problem (3.3).
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ON SECOND-ORDER BOUNDARY VALUE PROBLEMS
IN BANACH SPACES:

A BOUND SETS APPROACH

Jan Andres — Luisa Malaguti — Martina Pavlačková

Abstract. The existence and localization of strong (Carathéodory) solu-
tions is obtained for a second-order Floquet problem in a Banach space.

The combination of applied degree arguments and bounding (Liapunov-

like) functions allows some solutions to escape from a given set. The prob-
lems concern both semilinear differential equations and inclusions. The

main theorem for upper-Carathéodory inclusions is separately improved

for Marchaud inclusions (i.e. for globally upper semicontinuous right-hand
sides) in the form of corollary. Three illustrative examples are supplied.

1. Introduction

Let E be a Banach space (with the norm ‖·‖) satisfying the Radon–Nikodym
property (e.g. reflexivity) and let us consider the Floquet boundary value problem
(b.v.p.)

(1.1)

{
ẍ(t) + A(t)ẋ(t) + B(t)x(t) ∈ F (t, x(t), ẋ(t)), for a.a. t ∈ [0, T ],

x(T ) = Mx(0), ẋ(T ) = Nẋ(0).
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Throughout the paper, we assume (for the related definitions, see the next
Section 2) that

(1i) A,B: [0, T ] → L(E) are Bochner integrable, where L(E) stands for the
Banach space of all linear, bounded transformations L:E → E endowed
with the sup-norm,

(1ii) F : [0, T ]×E×E ( E is an upper-Carathéodory multivalued mapping,
(1iii) M, N ∈ L(E).

The notion of a solution will be understood in a strong (i.e. Carathéodory)
sense. Namely, by a solution of problem (1.1), we mean a function x: [0, T ] → E

whose first derivative ẋ( · ) is absolutely continuous and satisfies (1.1), for almost
all t ∈ [0, T ].

Problems of this type can be related to those for abstract nonlinear wave
equations in Hilbert spaces. For t ∈ [0, T ] and ξ ∈ Ω, where Ω is a nonempty,
bounded domain in Rn with a Lipschitz boundary ∂Ω, consider the functional
evolution equation

(1.2)
∂2u

∂t2
+ a

∂u

∂t
+ B̃u(t, · ) + B||u(t, · )||p−2u = ϕ(t, u),

where u = u(t, ξ), subject to boundary conditions

(1.3) u(T, · ) = Mu(0, · ), ∂u(T, · )
∂t

= N
∂u(0, · )

∂t
.

Assume that a ≥ 0, B ≥ 0, p > 1 are constants, B̃:L2(Ω) → L2(Ω) is a linear
operator and that ϕ: [0, T ] × R → R is sufficiently regular. The problem under
consideration can be still restricted by a constraint:

u(t, · ) ∈ K := {e ∈ L2(Ω) | ||e|| ≤ r}, t ∈ [0, T ].

Taking x(t) := u(t, · ) with x ∈ AC1([0, T ], L2(Ω)), A(t)≡A :=a, B(t):L2(Ω) →
L2(Ω) defined by x = u(t, · ) → B̃x, f : [0, T ]×L2(Ω) → L2(Ω) defined by (t, v) →
ϕ(t, v( · )), and F (t, x, y) ≡ F (t, x) := −B||x||p−2x + f(t, x), the above problem
can be rewritten into the form (1.1), possibly together with x(t) ∈ K, t ∈ [0, T ],
where K ⊂ L2(Ω) is a nonempty, open, convex subset of L2(Ω) containing 0.

If ϕ(t, · ) is e.g. bounded, but discontinuous at finitely many points, then the
Filippov regularization ϕ̃ of ϕ(t, · ) (cf. e.g. [6], [9]) can lead to a multivalued
problem (1.1).

An interesting case occurs when E = L2(Ω) and B̃u(t, · ) := −∆u(t, · );
equation (1.2) then becomes a hyperbolic equation (see e.g. [22, Chapter 5.2]).
Since such a B̃ is defined only on W 2,2(Ω) ⊂ E = L2(Ω), it does not satisfy
condition (1i) and the related model can not be attached with the techniques
developed in this work. Moreover, the Laplace operator is not bounded on
W 2,2(Ω), as required in (1i). Indeed, the main purpose of the present paper is
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to prove the existence of a Carathéodory solution x ∈ AC1([0, T ], E) to problem
(1.1) in a given set Q. Section 6 also contains an applications of our results to
the b.v.p. (1.2), (1.3), where B ∈ L(E).

Since the application of degree arguments will tendentiously allow some so-
lutions of (1.1) to escape from Q, the crucial condition of the related continu-
ation principle developed in Section 3 consists in guaranteeing the fixed point
free boundary of Q w.r.t. an admissible homotopical bridge starting from (1.1)
(see condition (e) in Proposition 3.1 below). This requirement will be verified
by means of Liapunov-like bounding functions, i.e. via a bound sets technique
(whence the title).

That is also why the whole Section 4 is devoted to this technique applied
to Floquet problem (1.1) and in fact, as pointed out in remarks, to Floquet
problems with general upper-Carathéodory differential inclusions (i.e. for A and
B possibly equal to 0 in (1.1)). We distinguish two cases, namely when

(i) A, B are Bochner integrable transformations and F is an upper-Cara-
théodory mapping, and

(ii) A, B are continuous transformations and F is globally upper semicon-
tinuous (i.e. a Marchaud mapping).

Unlike in the first case, the second one allows us to apply bounding functions
which can be strictly localized on the boundaries of given bound sets.

The application of bounding functions to problems in abstract spaces was so
far, to our best knowledge, exclusively related to first-order problems (see e.g.
[5], [23], [24]). Moreover, guiding functions can only be (globally) applied in
L2-spaces or so, but not in general Banach spaces like here, as documented in [5]
(see the related references therein). In this light, the bound sets approach to
second-order problems in Banach spaces brings the main novelty of our paper.

Similarly as in finite-dimensional Euclidean spaces, the geometry concern-
ing second-order problems, reflecting the behaviour of controlled trajectories, is
much more sophisticated than for first-order problems. Moreover, to express
desired transversality conditions in terms of bounding functions, it requires for
second-order problems in Banach spaces to employ newly dual spaces, etc. On
the other hand, the sufficient existence conditions are, in principle, better than
those for equivalent first-order problems.

Although the main results formulated in Theorem 5.1 and Corollary 5.2 are
rather abstract, they can be suitably applied for obtaining effective criteria of
solvability of (1.1), as demonstrated especially by the third illustrative example
supplied in Section 6.

Since the most important particular cases of the Floquet problem are related
to a periodic problem (M = N = id) and to an anti-periodic problem (M = N =
−id), the comparison of the obtained criteria with those of the other authors
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should preferably concern these two cases. However, since the methods applied
by other authors in this field are significantly different from ours (see e.g. [1], [9],
[12], [14], [7], [17], [18], [20], [21], [26]), we resigned to make such a comparison. If
the localization of solutions, as the main advantage of our results, was guaranteed
somewhere else, then it was almost exclusively done, in the frame of the viability
theory, by means of various Nagumo-type (cone-type) conditions. Nevertheless,
in the majority of quoted papers, the localization of solutions can be detected
only with difficulties.

2. Preliminaries

Let E be a Banach space having the Radon–Nikodym property (see e.g. [19,
pp. 694–695]) and [0, T ] ⊂ R be a closed interval. By the symbol L1([0, T ], E),
we shall mean the set of all Bochner integrable functions x: [0, T ] → E. For the
definition and properties, see e.g. [19, pp. 693–701]. The symbol AC1([0, T ], E)
will denote the set of functions x: [0, T ] → E whose first derivative ẋ( · ) is ab-
solutely continuous. Then ẍ ∈ L1([0, T ], E) and the fundamental theorem of
calculus (the Newton–Leibniz formula) holds (see e.g. [3, pp. 243–244], [19, pp.
695–696]). In the sequel, we shall always consider AC1([0, T ], E) as a subspace
of the Banach space C1([0, T ], E). Given C ⊂ E and ε > 0, the symbol B(C, ε)
will denote, as usually, the set C + εB, where B is the open unit ball in E, i.e.
B = {x ∈ E | ||x|| < 1}.

For each L ∈ L(E ×E), there exist unique Lij ∈ L(E), i, j = 1, 2, such that

L(x, y) = (L11x + L12y, L21x + L22y),

where (x, y) ∈ E × E. For the sake of simplicity, we shall use the notation

L =
(

L11 L12

L21 L22

)
.

We shall also need the following definitions and notions from multivalued
analysis. Let X, Y be two metric spaces. We say that F is a multivalued mapping
from X to Y (written F :X ( Y ) if, for every x ∈ X, a nonempty subset F (x)
of Y is given. We associate with F its graph ΓF , the subset of X × Y , defined
by

ΓF := {(x, y) ∈ X × Y | y ∈ F (x)}.
A multivalued mapping F :X ( Y is called upper semicontinuous (shortly,

u.s.c.) if, for each open subset U ⊂ Y , the set {x ∈ X | F (x) ⊂ U} is open in X.
A multivalued mapping F :X ( Y is called compact if the set F (X) =⋃

x∈X F (x) is contained in a compact subset of Y and it is called quasi-compact
if it maps compact sets onto relatively compact sets.

The relationship between upper semicontinuous mappings and compact map-
pings with closed graphs is expressed by the following proposition (see, e.g. [15]).
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Proposition 2.1. Let X, Y be metric spaces and F :X ( Y be a quasi-
compact mapping with a closed graph. Then F is u.s.c.

We say that a multivalued mapping F : [0, T ] ( Y with closed values is
a step multivalued mapping if there exists a finite family of disjoint measurable
subsets Ik, k = 1, . . . , n such that [0, T ] =

⋃
Ik and F is constant, on every Ik.

A multivalued mapping F : [0, T ] ( Y with closed values is called strongly mea-
surable if there exists a sequence of step multivalued mappings {Fn} such that
dH(Fn(t), F (t)) → 0 as n →∞, for almost all t ∈ [0, T ], where dH stands for the
Hausdorff distance.

Let us note that if Y is a Banach space, then a strongly measurable mapping
F : [0, T ] ( Y with compact values possesses a single-valued strongly measurable
selection.

Let J = [0, T ] be a given compact interval. A multivalued mapping F : J ×
X ( Y is called an upper-Carathéodory mapping if the map F ( · , x): J ( Y is
strongly measurable, for all x ∈ X, the map F (t, · ):X ( Y is u.s.c. for almost
all t ∈ J , and the set F (t, x) is compact and convex, for all (t, x) ∈ J ×X.

For more details concerning multivalued analysis, see e.g. [3], [De], [13], [15].

Definition 2.2. Let N be a partially ordered set, E be a Banach space
and let P (E) denote the family of all subsets of E. A function β:P (E) → N

is called a measure of non-compactness (m.n.c.) in E if β(co Ω) = β(Ω), for all
Ω ∈ P (E), where co Ω denotes the closed convex hull of Ω.

A m.n.c. β is called:

(a) monotone if β(Ω1) ≤ β(Ω2), for all Ω1 ⊂ Ω2 ⊂ E,
(b) nonsingular if β({x} ∪ Ω) = β(Ω), for all x ∈ E and Ω ⊂ E,
(c) invariant with respect to the union with compact sets if β(K∪Ω) = β(Ω),

for every relatively compact K ⊂ E and every Ω ⊂ E.
(d) regular when β(Ω) = 0 if and only if Ω is relatively compact.

It is obvious that the m.n.c. which is invariant with respect to the union with
compact sets is also nonsingular.

The typical example of an m.n.c. is the Hausdorff measure of noncompactness
γ defined, for all Ω ⊂ E by

γ(Ω) := inf
{

ε > 0
∣∣∣∣ ∃x1, . . . , xn ∈ E: Ω ⊂

n⋃
i=1

B({xi}, ε)
}

.

The Hausdorff measure of noncompactness is monotone and nonsingular. More-
over, if L ∈ L(E) and Ω ⊂ E, then (see, e.g. [15])

(2.1) γ(LΩ) ≤ ||L||L(E)γ(Ω).
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Let {fn} ⊂ L([0, T ], E) be such that ||fn(t)|| ≤ α(t), γ({fn(t)}) ≤ c(t), for
almost all t ∈ [0, T ], all n ∈ N and suitable α, c ∈ L([0, T ], R), then (cf. [15])

(2.2) γ

({ ∫ T

0

fn(t) dt

})
≤ 2

∫ T

0

c(t), for a.a. t ∈ [0, T ].

Moreover, for all subsets Ω of E (see e.g. [5]),

(2.3) γ

( ⋃
λ∈[0,1]

λΩ
)
≤ γ(Ω).

Let us now introduce the function

(2.4) µ(Ω) := max
{wn}n⊂Ω

(
sup

t∈[0,T ]

[γ({wn(t)}n) + γ({ẇn(t)}n)],

modC({wn}n) + modC({ẇn}n)
)

,

defined on the bounded Ω ⊂ C1([0, T ], E), where the ordering is induced by the
positive cone in R2 and where modC(Ω) denotes the modulus of continuity of
a subset Ω ⊂ C([0, T ], E) (1). Such a µ is a m.n.c. in C1([0, T ], E), as proven in
the following lemma, where the properties of µ will be also discussed. We will
use µ in order to solve problem (1.1) (cf. Theorem 5.1).

Lemma 2.3. The function µ given by (2.4) defines an m.n.c. in C1([0, T ], E);
such a µ is monotone, invariant with respect to the union with compact sets and
regular.

Proof. At first, we show that µ is well-defined, i.e. that the maximum in
(2.4) is reached. Indeed, let {x(m)

n }n ⊂ Ω and {y(m)
n }n ⊂ Ω be two sequences of

denumerable sets such that, as m →∞,

sup
t∈[0,T ]

[γ({x(m)
n (t)}n) + γ({ẋ(m)

n (t)}n)] → sup
{wn}n⊂Ω

[γ({wn(t)}n) + γ({ẇn(t)}n)],

modC [({y(m)
n }n) + ({ẏ(m)

n }n)] → sup
{ẇn}n⊂Ω

[modC({wn}n) + modC({ẇn}n)].

It is easy to see that the denumerable set

{zn}n :=
{( ∞⋃

m=1

x(m)
n ,

∞⋃
m=1

y(m)
n

))
n

is such that

µ(Ω) =
(

sup
t∈[0,T ]

[γ({zn(t)}n) + γ({żn(t)}n)],modC({zn}n) + modC({żn}n)
)

.

(1) The m.n.c. modC(Ω) is a monotone, nonsingular and algebraically subadditive on

C([0, T ], E) (cf. e.g. [15]) and it is equal to zero if and only if all the elements x ∈ Ω are
equi-continuos.
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Thus µ is well-defined. Observe that µ is also monotone, because if Ω1 ⊂ Ω2 ⊂
C1([0, T ], E) are bounded, then the maximum for µ(Ω2) is taken on a larger set
than for µ(Ω1), and so µ(Ω1) ≤ µ(Ω2). We now prove the equality µ(co Ω) =
µ(Ω). By the monotonicity of µ, it is sufficient to prove that µ(co Ω) ≤ µ(Ω).
Let {yn}n ⊂ (co Ω) be such that

µ(co Ω) =
(

sup
t∈[0,T ]

[γ({yn(t)}n) + γ({ẏn(t)}n)],modC({yn}n) + modC({ẏn}n)
)

.

Hence, we can find {xn}n such that {yn}n ⊂ co {xn}n. According to the mono-
tonicity of the Hausdorff m.n.c. and of modC(Ω), we obtain that

γ({yn(t)}n) ≤ γ(co {xn(t)}n) = γ({xn(t)}n), for each t ∈ [0, T ],

modC({yn}n) ≤ modC(co {xn}n) = modC({xn}n),

implying that µ({yn}n) ≤ µ({xn}n) ≤ µ(Ω).
Now, we prove that µ is invariant with respect to the union with compact sets.

Let K ⊂ C1([0, T ], E) be relatively compact. Then, in view of monotonicity,
µ(Ω) ≤ µ(Ω ∪ K), for all bounded Ω ⊂ C1([0, T ], E). The reverse inequality
µ(Ω ∪K) ≤ µ(Ω) can be proven as follows. Let {yn}n ⊂ Ω ∪K be a sequence
where the maximum in the definition of µ(Ω ∪K) is reached. Then

γ({yn(t)}) = γ(({yn} ∩ Ω)(t) ∪ ({yn} ∩K)(t)) = γ(({yn} ∩ Ω)(t)),

for all t ∈ [0, T ], and

modC({yn}) = modC(({yn} ∩ Ω) ∪ ({yn} ∩K)) = modC({yn} ∩ Ω).

Put
Ω̇ := {x ∈ C([0, T ], E) | ∃y ∈ Ω: x(t) = ẏ(t), for all t ∈ [0, T ]}

and
K̇ := {x ∈ C([0, T ], E) | ∃y ∈ K:x(t) = ẏ(t), for all t ∈ [0, T ]}.

It is easy to see that both K and K̇ are relatively compact in C([0, T ], E).
Consequently,

γ({ẏn(t)}) = γ(({ẏn} ∩ Ω̇)(t) ∪ ({ẏn} ∩ K̇)(t)) = γ(({ẏn} ∩ Ω̇)(t))

and

modC({ẏn}) = modC(({ẏn} ∩ Ω̇) ∪ ({ẏn} ∩ K̇)) = modC({ẏn} ∩ Ω̇).

Therefore,

µ(Ω ∪K) =
(

sup
t∈[0,T ]

[γ(({yn} ∩ Ω)(t)) + γ(({ẏn} ∩ Ω̇)(t))],

modC({yn} ∩ Ω) + modC({ẏn} ∩ Ω̇)
)
≤ µ(Ω).
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Thus, the m.n.c. µ is invariant with respect to the union with compact sets, and
so nonsingular as well.

It remains to show that µ is regular. If the set Ω is relatively compact,
then each sequence {wn}n ⊂ Ω is also relatively compact. It implies that
γ({wn(t)}) = γ({ẇn(t)}) = 0, for every t ∈ [0, T ], and also that modC({wn}) =
modC({ẇn}) = 0. Hence, µ(Ω) = (0, 0).

On the other hand, if µ(Ω) = (0, 0), then γ({wn(t)}) = γ({ẇn(t)}) =
modC({wn}) = modC({ẇn}) = 0, for each t ∈ [0, T ], and every {wn}n ⊂ Ω.
So, both {wn}n and {ẇn}n are equi-continuous and, according to the regularity
of the Hausdorff measure, the sets {wn(t)}n, {ẇn(t)}n are relatively compact,
for every t. The well-known Arzelà–Ascoli lemma can be then applied to verify
the relative compactness of {wn}n which completes the proof. �

Definition 2.4. Let E be a Banach space and X ⊂ E. A multivalued
mapping F :X ( E with compact values is called condensing with respect to an
m.n.c. β (shortly, β-condensing) if, for every Ω ⊂ X such that β(F (Ω)) ≥ β(Ω),
it holds that Ω is relatively compact.

A family of mappings G:X × [0, 1] ( E with compact values is called β-
condensing if, for every Ω ⊂ X such that β(G(Ω× [0, 1])) ≥ β(Ω), it holds that
Ω is relatively compact.

The following convergence result will be also employed.

Lemma 2.5 (cf. [3, Lemma III.1.30]). Let E be a Banach space and assume
that the sequence of absolutely continuous functions xk: [0, T ] → E satisfies the
following conditions:

(a) the set {xk(t)
∣∣ k ∈ N} is relatively compact, for every t ∈ [0, T ],

(b) there exists α ∈ L1([0, T ], [0,∞)) such that

||ẋk(t)|| ≤ α(t), for a.a. t ∈ [0, T ] and for all k ∈ N,

(c) the set {ẋk(t)
∣∣ k ∈ N} is weakly relatively compact, for almost all

t ∈ [0, T ].

Then there exists a subsequence of {xk} (for the sake of simplicity denoted in
the same way as the sequence) converging to an absolutely continuous function
x: [0, T ] → E in the following way:

(i) {xk} converges uniformly to x, in C([0, T ], E),
(ii) {ẋk} converges weakly in L1([0, T ], E) to ẋ.

The following lemma is well-known when the Banach spaces E1 and E2 co-
incide (see, e.g. [25, p. 88]). The present slight modification, for E1 6= E2, was
proved in [4].
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Lemma 2.6. Let [0, T ] ⊂ R be a compact interval, let E1, E2 be Banach
spaces and let F : [0, T ] × E1 ( E2 be a multivalued mapping satisfying the fol-
lowing conditions:

(a) F ( · , x) has a strongly measurable selection, for every x ∈ E1,
(b) F (t, · ) is u.s.c., for a.a. t ∈ [0, T ],
(c) the set F (t, x) is compact and convex, for all (t, x) ∈ [0, T ]× E1.

Assume in addition that, for every nonempty, bounded set Ω ⊂ E1, there exists
ν = ν(Ω) ∈ L1([0, T ], (0,∞)) such that

||F (t, x)|| ≤ ν(t),

for almost all t ∈ [0, T ] and every x ∈ Ω. Let us define the Nemytskĭı operator
NF :C([0, T ], E1) ( L1([0, T ], E2) in the following way:

NF (x) := {f ∈ L1([0, T ], E2) | f(t) ∈ F (t, x(t)), a.e. on [0, T ]},

for every x ∈ C([0, T ], E1). Then, if sequences {xk} ⊂ C([0, T ], E1) and {fk} ⊂
L1([0, T ], E2), fk ∈ NF (xk), k ∈ N, are such that xk → x in C([0, T ], E1) and
fk → f weakly in L1([0, T ], E2), then f ∈ NF (x).

It will be also convenient to recall some basic facts concerning evolution
equations. For a suitable introduction and more details, we refer, e.g. to [8],
[16], [22].

Hence, let C: [0, T ] → L(E) be Bochner integrable and let f ∈ L([0, T ], E).
Given x0 ∈ E, consider the linear initial value problem

(2.5) ẋ(t) = C(t)x(t) + f(t), x(0) = x0.

It is well-known (see, e.g. [8]) that, for the uniquely solvable problem (2.5), there
exists the evolution operator {U(t, s)}(t,s)∈∆, where ∆ := {(t, s): 0 ≤ s ≤ t ≤ T},
such that

(2.6) ||U(t, s)|| ≤ e
R t

s
||C(τ)|| dτ , for all (t, s) ∈ ∆;

in addition, the unique solution x( · ) of (2.5) is given by

x(t) = U(t, 0)x0 +
∫ t

0

U(t, s)f(s) ds, t ∈ [0, T ].

Given D ∈ L(E), the linear Floquet b.v.p.

(2.7)

{
ẋ(t) = C(t)x(t) + f(t),

x(T ) = Dx(0)

associated with the equation in (2.5), satisfies the following property.
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Lemma 2.7 (cf. [5]). If the linear operator D − U(T, 0) is invertible, then
(2.7) admits a unique solution given, for all t ∈ [0, T ], by

(2.8) x(t) = U(t, 0)[D − U(T, 0)]−1

∫ T

0

U(T, τ)f(τ) dτ +
∫ t

0

U(t, τ)f(τ) dτ.

Remark 2.8. Denoting

Λ := e
R T
0 ||C(s)|| ds, Γ := ||[D − U(T, 0)]−1||,

we obtain, in view of (2.6), (2.8) and the growth estimate imposed on C(t), the
following inequality for the solution x( · ) of (2.7)

||x(t)|| ≤ Λ(ΛΓ + 1)
∫ T

0

||f(s)|| ds.

Now, consider the second-order linear Floquet b.v.p.

(2.9)

{
ẍ(t) + A(t)ẋ(t) + B(t)x(t) = f(t), for a.a. t ∈ [0, T ],

x(T ) = Mx(0), ẋ(T ) = Nẋ(0),

where A, B are Bochner integrable and f ∈ L1([0, T ], E), and let

||(x, y)||E×E :=
√
||x||2 + ||y||2, for all x, y ∈ E.

Problem (2.9) is equivalent to the following first-order linear one

(2.10)

{
ξ̇(t) + C(t)ξ(t) = h(t), for a.a. t ∈ [0, T ],

ξ(T ) = D̃ξ(0),

where

ξ = (x, y) = (x, ẋ),(2.11)

h(t) = (0, f(t)),(2.12)

C(t):E × E → E × E, (x, y) 7→ (−y, B(t)x + A(t)y),(2.13)

D̃:E × E → E × E, (x, y) 7→ (Mx, Ny).(2.14)

Let us denote, for all (t, s) ∈ [0, T ]× [0, T ], by

U(t, s) :=
(

U11(t, s) U12(t, s)
U21(t, s) U22(t, s)

)
the evolution operator associated with

(2.15)

{
ξ̇(t) + C(t)ξ(t) = h(t), for a.a. t ∈ [0, T ],

ξ(0) = ξ0,
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where ξ, h and C are defined by relations (2.11), (2.12) and (2.13), respectively,
and ξ0 ∈ E × E. It is easy to see that ||C(t)|| ≤ 1 + ||A(t)|| + ||B(t)|| and,
according to (2.6), we obtain

||U(t, s)|| ≤ e
R T
0 (1+||A(t)||+||B(t)||) dt, for all (t, s) ∈ ∆.

Consequently, for all i, j = 1, 2,

(2.16) ||Uij(t, s)|| ≤ e
R T
0 (1+||A(t)||+||B(t)||) dt, for all (t, s) ∈ ∆.

Moreover, if we denote

[D̃ − U(T, 0)]−1 :=
(

K11 K12

K21 K22

)
and put

(2.17) k := ||[D̃ − U(T, 0)]−1||,

then ||Kij || ≤ k, for i, j = 1, 2, and the solution x( · ) of (2.9) and its derivative
ẋ( · ) take, for all t ∈ [0, T ], the forms

x(t) =A1(t)
∫ T

0

U12(T, τ)f(τ) dτ(2.18)

+ A2(t)
∫ T

0

U22(T, τ)f(τ) dτ +
∫ t

0

U12(t, τ)f(τ) dτ,

ẋ(t) =A3(t)
∫ T

0

U12(T, τ)f(τ) dτ(2.19)

+ A4(t)
∫ T

0

U22(T, τ)f(τ) dτ +
∫ t

0

U22(t, τ)f(τ) dτ,

where

A1(t) := U11(t, 0)K11 + U12(t, 0)K21,

A2(t) := U11(t, 0)K12 + U12(t, 0)K22,

A3(t) := U21(t, 0)K11 + U22(t, 0)K21,

A4(t) := U21(t, 0)K12 + U22(t, 0)K22,

for all t ∈ [0, T ]. It holds that

(2.20) ||Ai(t)|| ≤ 2ke
R T
0 (1+||A(t)||+||B(t)||) dt, for i = 1, 2, 3, 4 and t ∈ [0, T ].

If there exists α ∈ L1([0, T ], [0,∞)) such that ||f(t)|| ≤ α(t), for almost
all t ∈ [0, T ], then it immediately follows from Remark 2.8 that the following
estimates hold for each solution x( · ) of (2.9) and its derivative ẋ( · ):

||x(t)|| ≤ Z(Zk + 1)
∫ T

0

α(s) ds and ||ẋ(t)|| ≤ Z(Zk + 1)
∫ T

0

α(s) ds,
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where

(2.21) Z := e
R T
0 (||A(s)||+||B(s)||+1) ds

with k defined in (2.17).

3. Continuation principle

In this section, consider the general multivalued b.v.p.

(3.1)

{
ẍ(t) ∈ ϕ(t, x(t), ẋ(t)) for a.a. t ∈ J,

x ∈ S,

where J = [0, T ] is a given compact interval, ϕ: J × E × E ( E is an upper-
Carathéodory mapping. Furthermore, let S ⊂ AC1(J,E).

We also introduce the set Q ⊂ AC1(J,E) of candidate solutions of the b.v.p.
(3.1) and associate to this problem a family of problems depending on two pa-
rameters q ∈ Q and λ ∈ [0, 1]. The family of associated problems will be defined
in such a way that if T:Q × [0, 1] ( AC1(J,E) is its corresponding solution
mapping, then all fixed points of the map T( · , 1) are solutions of (3.1) (see con-
dition (3.2) below). In order to study the fixed point set of T( · , 1), a suitable
topological degree technique will be employed.

Proposition 3.1. Let us consider the b.v.p. (3.1) and let H: [0, T ] × E ×
E × E × E × [0, 1] ( E be an upper-Carathéodory mapping such that

(3.2) H(t, c, d, c, d, 1) ⊂ ϕ(t, c, d), for all (t, c, d) ∈ [0, T ]× E × E.

Moreover, assume that the following conditions hold:

(a) There exist a closed set S1⊂S and a closed, convex set Q⊂C1([0, T ], E)
with a non-empty interior IntQ such that each associated problem

P (q, λ)

{
ẍ(t) ∈ H(t, x(t), ẋ(t), q(t), q̇(t), λ) for a.a. t ∈ [0, T ],

x ∈ S1,

where q ∈ Q and λ ∈ [0, 1], has a non-empty, convex set of solutions
(denoted by T(q, λ)).

(b) For every non-empty, bounded set Ω⊂E×E, there exists νΩ∈L1([0, T ],
[0,∞)) such that

||H(t, x, y, q(t), q̇(t), λ)|| ≤ νΩ(t),

for almost all t ∈ [0, T ] and all (x, y) ∈ Ω, q ∈ Q and λ ∈ [0, 1].
(c) The solution mapping T is quasi-compact and µ-condensing with respect

to a monotone and nonsingular measure of noncompactness µ defined
on C1([0, T ], E).
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(d) For each q ∈ Q, the set of solutions of the problem P (q, 0) is a subset
of IntQ, i.e. T(q, 0) ⊂ IntQ, for all q ∈ Q.

(e) For each λ ∈ (0, 1), the solution mapping T( · , λ) has no fixed points on
the boundary ∂Q of Q.

Then the b.v.p. (3.1) has a solution in Q.

Proof. Let us observe that, according to condition (3.2), every fixed point of
the solution mapping T( · , 1) is a solution of the original problem (3.1) lying in Q.
Thus, if the intersection Fix(T( · , 1))∩∂Q is nonempty, then the b.v.p. (3.1) has
a solution in Q and we are done. Otherwise, condition (e) can be reformulated
(according to the above consideration and assumption (d)) as follows:

(3.3) Fix(T( · , λ)) ∩ ∂Q = ∅, for all λ ∈ [0, 1].

Now, we will show that the solution mapping T:Q×[0, 1] ( AC1([0, T ], E) is
a u.s.c. mapping with compact values. Consequently, the properties of the solu-
tion mapping together with condition (3.3) will allow us to define the topological
degree of T and to prove that the b.v.p. (3.1) has a solution in Q.

At first, let us prove, by means of Lemmas 2.5 and 2.6, that the solution
mapping T has a closed graph ΓT. For this purpose, let {qk, λk, xk} ⊂ ΓT be
a sequence such that (qk, λk, xk) → (q0, λ0, x0) in C1([0, T ], E)×R×C1([0, T ], E)
as k →∞, where q0 ∈ Q, λ0 ∈ [0, 1] and x0 ∈ C1([0, T ], E). Since ẋk(t) → ẋ0(t),
the sequence {ẋk(t)}∞k=1 is relatively compact, for all t ∈ [0, T ]. Moreover, since
{xk, ẋk} is uniformly convergent on [0, T ], there exists a constant M > 0 such
that

(3.4) ||xk(t)|| ≤ M and ||ẋk(t)|| ≤ M, for all t ∈ [0, T ] and k ∈ N.

According to the estimates in (3.4) and condition (b), there exists ν ∈
L1([0, T ], [0,∞)) such that

||H(xk(t), ẋk(t), qk(t), q̇k(t), λk)|| ≤ ν(t),

for almost all t ∈ [0, T ] and all k ∈ N. Therefore, ||ẍk(t)|| ≤ ν(t), for almost all
t ∈ [0, T ] and all k ∈ N.

Now, let us show that, for almost all t ∈ [0, T ], {ẍk(t)} is relatively compact.
For this purpose, let t ∈ [0, T ] be such that

ẍk(t) ∈ H(t, xk(t), ẋk(t), qk(t), q̇k(t), λk), for all k ∈ N.

Since H(t, · ) is u.s.c., for each ε > 0, there exists δ > 0 such that

H(t, x, y, u, v, λ) ⊂ H(t, x0(t), ẋ0(t), q0(t), q̇0(t), λ0) + εB,

for all (x, y, u, v, λ) ∈ E × E × E × E × [0, 1] satisfying

||(x, y, u, v, λ)− (x0(t), ẋ0(t), q0(t), q̇0(t), λ0)|| < δ.
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The fact that (qk, q̇k, λk, xk, ẋk) → (q0, q̇0, λ0, x0, ẋ0) ensures the existence of
k0 ∈ N such that

H(t, xk(t), ẋk(t), qk(t), q̇k(t), λk) ⊂ H(t, x0(t), ẋ0(t), q0(t), q̇0(t), λ0) + εB,

for all k ≥ k0. Thus,

{ẍk(t)}∞k=1 ⊂
k0⋃

k=1

H(t, xk(t), ẋk(t), qk(t), q̇k(t), λk)

∪H(t, x0(t), ẋ0(t), q0(t), q̇0(t), λ0) + εB.

Since H has compact values, the sequence {ẍk(t)} is relatively compact, for
almost all t ∈ [0, T ].

The above reasonings imply that the sequence {ẋk} satisfies all assumptions
of Lemma 2.5. Thus, there exists a subsequence of {ẋk}, for the sake of simplicity
denoted in the same way as the sequence, such that {ẍk} converges weakly to
ẍ0 in L1([0, T ], E).

If we set yk := ẋk and zk := (xk, yk), then żk = (ẋk, ẏk) = (ẋk, ẍk) → (ẋ0, ẍ0)
weakly in L1([0, T ], E). Let us now consider the system

żk(t) ∈ H∗(t, zk(t), qk(t), q̇k(t), λk), for a.a. t ∈ [0, T ],

where H∗(t, zk(t), qk(t), q̇k(t), λk) = (yk(t),H(t, zk(t), qk(t), q̇k(t), λk)).
Applying Lemma 2.6, for fk := żk, f := (ẋ0, ẍ0), xk := (zk, qk, q̇k, λk), it

follows that

(ẋ0(t), ẍ0(t)) ∈ H∗(t, x0(t), ẋ0(t), q0(t), q̇0(t), λ0),

for almost all t ∈ [0, T ], i.e.

ẍ0(t) ∈ H(t, x0(t), ẋ0(t), q0(t), q̇0(t), λ0), for a.a. t ∈ [0, T ].

Moreover, since S1 is closed, x0 ∈ S1, and so the solution mapping T has a closed
graph.

Thus, the set T(q, λ) is closed, for all (q, λ) ∈ Q × [0, 1], which (together
with condition (c)) implies that T has compact values. Furthermore, according
to Proposition 2.1, T is a u.s.c. mapping. Therefore, we can conclude that T is
a u.s.c. mapping with compact, convex values which is condensing on the closed
set Q. This ensures that both the topological degree (see e.g. [15]) as well as
the fixed point index (see e.g. [3]) can be defined on open sets with fixed point
free boundaries. Moreover, both the degree and the index satisfy the standard
properties. In particular, T is an admissible homotopy according to (3.3) and
the multivalued vector-fields φ0( · ) := id − T( · , 0), φ1( · ) := id − T( · , 1) are
homotopic as well, and so degC1([0,T ],E)(φ1, Q) = degC1([0,T ],E)(φ0, Q). Further-
more, since T(Q× {0}) ⊂ IntQ, the localization property of the degree ensures
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that degC1([0,T ],E)(φ0, Q) = degQ(φ0, Q) = 1. Therefore, the nonemptiness of
Fix(T( · , 1)) is ensured by the existence property of the degree which completes
the proof. �

4. Bound sets technique

The continuation principle formulated in Proposition 3.1 requires, in partic-
ular, the existence of a suitable set Q ⊂ AC1(J,E) of candidate solutions. The
set Q must satisfy the transversality condition (d), i.e. it must have fixed-point
free boundary with respect to the solution mapping T. Since the direct verifi-
cation of the transversality condition is usually a difficult task, we will devote
this section to a bound sets technique which can be used for guaranteeing this
condition. For this purpose, we will define the set Q as Q = C1([0, T ],K), where
K is nonempty and open in E and K denotes its closure.

Hence, let us consider the Floquet boundary value problem (1.1) and let
V :E → R be a C1-function satisfying

(H1) V |∂K = 0,
(H2) V (x) ≤ 0, for all x ∈ K.

Definition 4.1. A nonempty open set K ⊂ E is called a bound set for the
b.v.p. (1.1) if every solution x of (1.1) such that x(t) ∈ K, for each t ∈ [0, T ],
does not satisfy x(t∗) ∈ ∂K, for any t∗ ∈ [0, T ].

Let E′ be the Banach space dual to E and let us denote by 〈 · , · 〉 the pairing
(the duality relation) between E and E′, i.e. for all Φ ∈ E′ and x ∈ E, we put
Φ(x) := 〈Φ, x〉.

Proposition 4.2. Let K ⊂ E be an open set such that 0 ∈ K. Moreover,
let M∂K = ∂K. Assume that the function V ∈ C1(E, R) has a locally Lipschitz
Fréchet derivative V̇x and satisfies conditions (H1) and (H2). Suppose, moreover,
that there exists ε > 0 such that, for all x ∈ K ∩B(∂K, ε), t ∈ (0, T ) and y ∈ E,
the following condition

(4.1) lim sup
h→0−

〈V̇x+hy − V̇x, y〉
h

+ 〈V̇x+hy, w〉 > 0

holds, for all w ∈ F (t, x, y)−A(t)y −B(t)x, and that

(4.2) 〈V̇Mx, Nz〉 · 〈V̇x, z〉 > 0 or 〈V̇Mx, Nz〉 = 〈V̇x, z〉 = 0,

for all x ∈ ∂K and z ∈ E. Then K is a bound set for the Floquet problem (1.1).

Proof. Let x: [0, T ] → K be a solution of problem (1.1). We assume, by
a contradiction, that there exists t∗ ∈ [0, T ] such that x(t∗) ∈ ∂K. According
to the boundary condition in (1.1) and in view of M∂K = ∂K, we can take,
without any loss of generality, t∗ ∈ (0, T ].
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Since V̇x is locally Lipschitz, there exist a neighbourhood U of x(t∗) and
a constant L > 0 such that V̇ |U is Lipschitz with constant L. Let δ > 0 be such
that x(t) ∈ U ∩B(∂K, ε), for each t ∈ [t∗ − δ, t∗].

In order to get the desired contradiction, let us define the function g: [0, T ] →
R as the composition g(t) := (V ◦ x)(t). According to the regularity properties
of x and V , g ∈ C1([0, T ], R). Since g(t∗) = 0 and g(t) ≤ 0, for all t ∈ [0, T ],
t∗ is a local maximum point for g. Therefore, ġ(t∗) ≥ 0 and ġ(t∗) = 0, when
t∗ ∈ (0, T ). Moreover, there exists a point t∗∗ ∈ (t∗ − δ, t∗) such that ġ(t∗∗) ≥ 0.

According to boundary conditions, if t∗ = T , then also x(0) ∈ ∂K and

ġ(0) = 〈V̇x(0), ẋ(0)〉 ≤ 0.

Moreover, since x(T ) = Mx(0) and ẋ(T ) = Nẋ(0), we have

ġ(T ) = 〈V̇x(T ), ẋ(T )〉 = 〈V̇Mx(0), Nẋ(0)〉 ≥ 0.

Condition (4.2) then implies

〈V̇x(0), ẋ(0)〉 = 〈VMx(0), Nẋ(0)〉 = 0

which is equivalent to ġ(0) = ġ(T ) = 0.
Since ġ(t) = 〈Vx(t), ẋ(t)〉, where V̇x(t) is locally Lipschitz and ẋ(t) is absolutely

continuous on [t∗− δ, t∗], g̈(t) exists, for almost all t ∈ [t∗− δ, t∗]. Consequently,

(4.3) 0 ≥ −ġ(t∗∗) = ġ(t∗)− ġ(t∗∗) =
∫ t∗

t∗∗
g̈(s) ds.

Let t ∈ (t∗∗, t∗) be such that g̈(t) and ẍ(t) exist. Then,

lim
h→0

ẋ(t + h)− ẋ(t)
h

= ẍ(t)

and, therefore, there exists a function a(h), a(h) → 0 as h → 0 such that, for
each h,

ẋ(t + h) = ẋ(t) + h[ẍ(t) + a(h)].

Moreover, since x ∈ C1([0, T ], E), there exists a function b(h), b(h) → 0 as h → 0
such that, for each h,

x(t + h) = x(t) + h[ẋ(t) + b(h)].

Consequently, we obtain

g̈(t) = lim
h→0

ġ(t + h)− ġ(t)
h

= lim sup
h→0−

ġ(t + h)− ġ(t)
h

= lim sup
h→0−

〈V̇x(t+h), ẋ(t + h)〉 − 〈Vx(t), ẋ(t)〉
h

= lim sup
h→0−

〈V̇x(t)+h[ẋ(t)+b(h)], ẋ(t) + h[ẍ(t) + a(h)]〉 − 〈V̇x(t), ẋ(t)〉
h
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≥ lim sup
h→0−

〈V̇x(t)+hẋ(t), ẋ(t) + h[ẍ(t) + a(h)]〉 − 〈V̇x(t), ẋ(t)〉
h

− L · |b(h)| · |ẋ(t) + h[ẍ(t) + a(h)]|

= lim sup
h→0−

〈V̇x(t)+hẋ(t), ẋ(t) + hẍ(t)〉 − 〈V̇x(t), ẋ(t)〉
h

− L · |b(h)| · |ẋ(t) + h[ẍ(t) + a(h)]|+ 〈V̇x(t)+hẋ(t), a(h)〉.

Since

〈V̇x(t)+hẋ(t), a(h)〉 − L · |b(h)| · |ẋ(t) + h[ẍ(t) + a(h)]| → 0 as h → 0,

g̈(t) ≥ lim sup
h→0−

〈V̇x(t)+hẋ(t), ẋ(t) + hẍ(t)〉 − 〈V̇x(t), ẋ(t)〉
h

= lim sup
h→0−

〈V̇x(t)+hẋ(t) − V̇x(t), ẋ(t)〉
h

+ 〈V̇x(t)+hẋ(t), ẍ(t)〉 > 0,

according to assumption (4.1), it leads to a contradiction with (4.3). �

Remark 4.3. Observe that Proposition 4.2 holds, without any loss of gen-
erality, for the general upper-Carathéodory differential inclusion in (1.1), i.e. for
A = B ≡ 0.

If the mapping F (t, x, y) − A(t)y − B(t)x is globally u.s.c. in (t, x, y), then
the transversality conditions can be localized directly on the boundary of K, as
will be shown in the following propositions.

Proposition 4.4. Let K ⊂ E be a nonempty open set, F : [0, T ]×E×E ( E

be an upper semicontinuous multivalued mapping with nonempty, compact, con-
vex values and A and B be continuous. Assume that there exists a function
V ∈ C1(E, R) with a locally Lipschitz Fréchet derivative V̇x which satisfies con-
ditions (H1) and (H2). Suppose moreover that, for all x ∈ ∂K, t ∈ (0, T ) and
y ∈ E with

(4.4) 〈V̇x, y〉 = 0,

the following condition holds

(4.5) lim inf
h→0

〈V̇x+hy, y + hw〉
h

> 0,

for all w ∈ F (t, x, y)−A(t)y−B(t)x. Then all solutions x: [0, T ] → K of problem
(1.1) satisfy x(t) ∈ K, for every t ∈ (0, T ).

Proof. Let x: [0, T ] → K be a solution of problem (1.1). We assume, by
a contradiction, that there exists t0 ∈ (0, T ) such that x(t0) ∈ ∂K.

Let us define the function g: [−t0, T − t0] → (−∞, 0] as the composition
g(h) := (V ◦x)(t0 +h). Then g(0) = 0 and g(h) ≤ 0, for all h ∈ [−t0, T − t0], i.e.
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there is a local maximum for g at the point 0, and so ġ(0) = 〈V̇x(t0), ẋ(t0)〉 = 0.
Consequently, v := ẋ(t0) satisfies condition (4.4).

Since V̇x is locally Lipschitz, there exist a neighborhood U of x(t0) and
a constant L > 0 such that V̇ |U is Lipschitz with constant L.

Let {hk}∞k=1 be an arbitrary decreasing sequence of positive numbers such
that hk → 0+ as k →∞, x(t0 + h) ∈ U , for all h ∈ (0, h1).

Since g(0) = 0 and g(h) ≤ 0, for all h ∈ (0, hk], there exists, for each k ∈ N,
h∗k ∈ (0, hk) such that ġ(h∗k) ≤ 0.

Since x ∈ C1([0, T ], E), for each k ∈ N,

(4.6) x(t0 + h∗k) = x(t0) + h∗k[ẋ(t0) + b∗k],

where b∗k → 0 as k →∞.
If we define, for each t ∈ [0, T ],

(4.7) P (t, x(t), ẋ(t)) := −A(t)ẋ(t)−B(t)x(t) + F (t, x(t), ẋ(t)),

then (1.1) can be written in the form

ẍ(t) ∈ P (t, x(t), ẋ(t)), for a.a. t ∈ [0, T ].

Let

ζ :=
{

ẋ(t0 + h∗k)− ẋ(t0)
h∗k

, k ∈ N
}

and let ε > 0 be given. As a consequence of the regularity assumptions on F ,
A and B and of the continuity of both x and ẋ, there exists δ = δ(ε) > 0 such
that, for each t ∈ (0, T ), |t− t0| ≤ δ, it follows that

P (t, x(t), ẋ(t)) ⊂ P (t0, x(t0), ẋ(t0)) + εB.

Subsequently, according to the Mean Value Theorem (see e.g. [6, Theorem 0.5.3]),
there exists kε ∈ N such that, for each k > kε,

ẋ(t0 + h∗k)− ẋ(t0)
h∗k

=
1
h∗k

∫ t0+h∗k

t0

ẍ(s) ds ∈ P (t0, x(t0), ẋ(t0)) + εB.

Therefore,

ζ ⊂
{

ẋ(t0 + h∗k)− ẋ(t0)
h∗k

, k = 1, . . . , k(ε)
}
∪ P (t0, x(t0), ẋ(t0)) + εB.

Since P has compact values and ε is arbitrary, we obtain that ζ is a relatively
compact set. Thus, there exist a subsequence, for the sake of simplicity denoted
as the sequence, of {(ẋ(t0 + h∗k)− ẋ(t0))/h∗k} and w ∈ E such that

(4.8)
ẋ(t0 + h∗k)− ẋ(t0)

h∗k
→ w
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as k →∞ implying, for the arbitrariness of ε > 0,

w ∈ P (t0, x(t0), ẋ(t0)).

As a consequence of property (4.8), there exists a sequence {a∗k}∞k=1, a∗k → 0
as k →∞, such that

(4.9) ẋ(t0 + h∗k) = ẋ(t0) + h∗k[w + a∗k],

for each k ∈ N. Since h∗k > 0 and ġ(h∗k) ≤ 0, in view of (4.6) and (4.9),

0 ≥ ġ(h∗k)
h∗k

=
〈V̇x(t0+h∗k), ẋ(t0 + h∗k)〉

h∗k
=
〈V̇x(t0)+h∗k[ẋ(t0)+b∗k], ẋ(t0) + h∗k[w + a∗k]〉

h∗k
.

Since h∗k ∈ (0, hk) ⊂ (0, h1), for all k ∈ N, we have, according to (4.6), that
x(t0) + h∗k[ẋ(t0) + b∗k] ∈ U , for each k ∈ N. Since b∗k → 0 as k →∞, it is possible
to find k0 ∈ N such that, for all k ≥ k0, it holds that x(t0) + ẋ(t0)h∗k ∈ U . By
means of the local Lipschitzianity of V̇ , for all k ≥ k0,

0 ≥ ġ(h∗k)
h∗k

=
〈V̇x(t0)+h∗k[ẋ(t0)+b∗k] − V̇x(t0)+h∗kẋ(t0) + V̇x(t0)+h∗kẋ(t0), ẋ(t0) + h∗k[w + a∗k]〉

h∗k

≥
〈V̇x(t0)+h∗kẋ(t0), ẋ(t0) + h∗k[w + a∗k]〉

h∗k
− L · |b∗k| · |ẋ(t0) + h∗k[w + a∗k]|

=
〈V̇x(t0)+h∗kẋ(t0), ẋ(t0) + h∗kw〉

h∗k

− L · |b∗k| · |ẋ(t0) + h∗k[w + a∗k]|+ 〈V̇x(t0)+h∗kẋ(t0), a
∗
k〉.

Since 〈V̇x(t0)+h∗kẋ(t0), a
∗
k〉 − L · |b∗k| · |ẋ(t0) + h∗k[w + a∗k]| → 0 as k →∞,

(4.10) lim inf
h→0+

〈V̇x(t0)+hẋ(t0), ẋ(t0) + hw〉
h

≤ 0.

If we consider, instead of the sequence {hk}∞k=1, an increasing sequence
{hk}∞k=1 of negative numbers such that hk → 0− as k → ∞, x(t0 + h) ∈ U

for all h ∈ (h1, 0), we are able to find, for each k ∈ N, h
∗
k ∈ (hk, 0) such that

ġ(h
∗
k) ≥ 0. Therefore, using the same procedure as in the first part of the proof,

we obtain, for k ∈ N sufficiently large, that

0 ≥ ġ(h
∗
k)

h
∗
k

≥
〈V̇x(t0)+h

∗
kẋ(t0)

, ẋ(t0) + h
∗
kw〉

h
∗
k

− L · |b∗k| · |ẋ(t0) + h
∗
k[w + a∗k]|+ 〈V̇x(t0)+h

∗
kẋ(t0)

, a∗k〉,

where a∗k → 0, b
∗
k → 0 as k →∞ and w ∈ P (t0, x(t0), ẋ(t0)).
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This means that 〈V̇x(t0)+h
∗
kẋ(t0)

, a∗k〉 − L · |b∗k| · |ẋ(t0) + h
∗
k[w + a∗k]| → 0 as

k →∞ which implies

(4.11) lim inf
h→0−

〈V̇x(t0)+hẋ(t0), ẋ(t0) + hw〉
h

≤ 0.

Inequalities (4.10) and (4.11) are in a contradiction with condition (4.5), be-
cause x(t0) ∈ ∂K, ẋ(t0) satisfies condition (4.4) and w,w ∈ P (t0, x(t0), ẋ(t0)).�

Remark 4.5. Observe that Proposition 4.4 holds, without any loss of gen-
erality, for the general second-order problem (3.1), i.e. for A = B ≡ 0.

Proposition 4.6. Let K ⊂ E be a nonempty open set, F : [0, T ]×E×E ( E

be an upper semicontinuous mapping with nonempty, compact, convex values
and A and B be continuous. Assume that there exists a function V ∈ C1(E, R)
with a locally Lipschitz–Fréchet derivative V̇x which satisfies conditions (H1) and
(H2). Moreover, let M be invertible and such that

(4.12) M(∂K) = ∂K.

Furthermore, assume that, for all x ∈ ∂K, t ∈ (0, T ) and y ∈ E satisfying (4.4),
condition (4.5) holds, for all w ∈ F (t, x, y) − A(t)y − B(t)x. At last, assume
that, for all x ∈ ∂K and y ∈ E with

(4.13) 〈V̇x, y〉 ≤ 0 ≤ 〈V̇Mx, Ny〉,

at least one of the following conditions

(4.14) lim inf
h→0+

〈V̇x+hy, y + hw1〉
h

> 0

or

(4.15) lim inf
h→0−

〈V̇Mx+hNy, Ny + hw2〉
h

> 0

holds, for all w1 ∈ F (0, x, y)− A(0)y − B(0)x or, for all w2 ∈ F (T,Mx,Ny)−
A(T )Ny −B(T )Mx, respectively. Then K is a bound set for problem (1.1).

Proof. Applying Proposition 4.4, we only need to show that if x: [0, T ] → K

is a solution of problem (1.1), then x(0) ∈ K and x(T ) ∈ K. As in the proof
of Proposition 4.4, we argue by a contradiction. Since x(0) ∈ ∂K if and only
if x(T ) ∈ ∂K (according to condition (4.12) and the properties of M), we can
take, without any loss of generality, a solution of (1.1) satisfying x(0) ∈ ∂K.
Following the same reasoning as in the proof of Proposition 4.4, for t0 = 0 we
obtain

〈V̇x(0), ẋ(0)〉 ≤ 0,

because V (x(0)) = 0 and V (x(t)) ≤ 0 for all t ∈ [0, T ].
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Moreover, since V (x(T )) = 0, it holds that

0 ≤ 〈V̇x(T ), ẋ(T )〉 = 〈V̇Mx(0), Nẋ(0)〉,

by virtue of the boundary conditions in (1.1). Therefore, v := ẋ(0) satisfies
condition (4.13).

Using the same procedure as in the proof of Proposition 4.4, for t0 = 0, hk →
0+ and for t0 = T , hk → 0−, respectively, we obtain the existence of a sequence
of positive numbers {h∗k}∞k=1, h∗k ∈ (0, hk), of a sequence of negative numbers
{h∗k}∞k=1, h

∗
k ∈ (hk, 0) and of points w0 ∈ P (0, x(0), ẋ(0)), wT ∈ P (T, x(T ), ẋ(T ))

(P is defined by formula (4.7)) such that

ẋ(h∗k)− ẋ(0)
h∗k

→ w0, as k →∞,

ẋ(T + h
∗
k)− ẋ(T )

h
∗
k

→ wT , as k →∞.

By the same arguments as in the previous proof, we get

lim inf
h→0+

〈V̇x(0)+hẋ(0), ẋ(0) + hw0〉
h

≤ 0,(4.16)

lim inf
h→0−

〈V̇x(T )+hẋ(T ), ẋ(T ) + hwT 〉
h

≤ 0.(4.17)

Moreover, using the boundary conditions in (1.1), the inequality (4.17) can be
written in the form

(4.18) lim inf
h→0−

〈V̇Mx(0)+hNẋ(0), Nẋ(0) + hwT 〉
h

≤ 0.

Inequalities (4.16) and (4.18) are in a contradiction with conditions (4.14) and
(4.15) which completes the proof. �

Remark 4.7. Observe that Proposition 4.6 holds again, without any loss of
generality, for the general upper-Carathéodory differential inclusion in (1.1), i.e.
for A = B ≡ 0.

Definition 4.8. A C1-function V :E → R with a locally Lipschitz–Fréchet
derivative V̇ which satisfies conditions (H1), (H2) and all assumptions in Propo-
sitions 4.2 or 4.6 is called a bounding function for problem (1.1).

5. Existence and localization results

Combining the continuation principle with the bound sets technique, we are
ready to state the main result of the paper concerning the solvability and local-
ization of a solution of the multivalued Floquet problem (1.1).

For this purpose, let us consider again the single-valued Floquet b.v.p. (2.9)
which is equivalent to the first-order Floquet b.v.p. (2.10), provided ξ, h( · ),
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C( · ) and D̃ are defined by relations (2.11)–(2.14). Moreover, let U(t, s) be the
evolution operator associated with (2.15).

Theorem 5.1. Consider the Floquet b.v.p. (1.1). Assume that conditions
(1i)–(1iii) are satisfied and that an open, convex set K ⊂ E containing 0 exists
such that M∂K = ∂K. Furthermore, let the following conditions (2i)–(2iv) be
satisfied:

(2i) D̃ − U(T, 0) is invertible.
(2ii) γ(F (t,Ω1×Ω2)) ≤ g(t)(γ(Ω1)+γ(Ω2)), for almost all t ∈ [0, T ] and each

bounded Ω1,Ω2 ⊂ E, where g ∈ L1([0, T ], [0,∞)) and γ is the Hausdorff
measure of noncompactness in E.

(2iii) For every non-empty, bounded set Ω⊂E×E, there exists νΩ∈L1([0, T ],
[0,∞)) such that

||F (t, x, y)|| ≤ νΩ(t),

for almost all t ∈ [0, T ] and all (x, y) ∈ Ω.
(2iv) The inequality

4e
R T
0 (1+||A(t)||+||B(t)||) dt(4ke

R T
0 (1+||A(t)||+||B(t)||) dt + 1)||g||L1([0,T ],[0,∞)) < 1

holds, where k is defined in (2.17).

Finally, let there exist a function V ∈ C1(E, R) with a locally Lipschitz Fréchet
derivative V̇ satisfying (H1) and (H2), jointly with condition (4.2), for all x ∈
∂K, z ∈ E and condition (4.1), for a suitable ε > 0, all x ∈ K ∩ B(∂K, ε),
t ∈ (0, T ), y ∈ E, λ ∈ (0, 1) and w ∈ λF (t, x, y) − A(t)y − B(t)x. Then the
Floquet b.v.p. (1.1) admits a solution whose values are located in K.

Proof. Let us define the closed set S = S1 by

S := {x ∈ AC1([0, T ], E) : x(T ) = Mx(0), ẋ(T ) = Nẋ(0)}

and let the set Q of candidate solutions be defined as Q := C1([0, T ],K). Because
of the convexity of K, the set Q is closed and convex.

For all q ∈ Q and λ ∈ [0, 1], consider still the associated fully linearized
problem

P (q, λ)

{
ẍ(t) + A(t)ẋ(t) + B(t)x(t) ∈ λF (t, q(t), q̇(t)) for a.a. t ∈ [0, T ],

x(T ) = Mx(0), ẋ(T ) = Nẋ(0),

and denote by T a solution mapping which assigns to each (q, λ) ∈ Q × [0, 1]
the set of solutions of P (q, λ). We will show that the family of the above b.v.p.s
P (q, λ) satisfies all assumptions of Proposition 3.1.

In this case, ϕ(t, x, ẋ) = F (t, x, ẋ)−A(t)ẋ−B(t)x which, together with the
definition of P (q, λ), ensures the validity of (3.2).
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(i) In order to verify condition (a) in Proposition 3.1, we need to show that,
for each (q, λ) ∈ Q × [0, 1], the problem P (q, λ) is solvable with a convex set
of solutions. So, let (q, λ) ∈ Q × [0, 1] be arbitrary and let fq( · ) be a strongly
measurable selection of F ( · , q( · ), q̇( · )). Then, according to (2i), Lemma 2.7
and the equivalence, stated in Section 2, between the b.v.p. (2.7) and (2.9), the
single-valued Floquet problem{

ẍ(t) + A(t)ẋ(t) + B(t)x(t) = λfq(t), for a.a. t ∈ [0, T ],

x(T ) = Mx(0), ẋ(T ) = Nẋ(0)

admits a unique solution which is one of solutions of P (q, λ). Thus, the set
of solutions of P (q, λ) is nonempty. The convexity of the solution sets follows
immediately from the property (1ii) and the fact that problems P (q, λ) are fully
linearized.

(ii) Assuming that H: [0, T ] × E × E × E × E × [0, 1] ( E is defined by
H(t, x, y, q, r, λ) := λF (t, q, r)− A(t)x− B(t)y, condition (b) in Proposition 3.1
is ensured directly by assumption (2iii).

(iii) Since the verification of condition (c) in Proposition 3.1 is technically the
most complicated, it will be splitted into two parts: (iii1) the quasi-compactness
of the solution operator T, (iii2) the condensity of T w.r.t. the monotone and
non-singular (cf. Lemma 2.3) m.n.c. µ defined by (2.4).

Ad (iii1). Let us firstly prove that the solution mapping T is quasi-compact.
Since C1([0, T ], E) is a metric space, it is sufficient to prove the sequential quasi-
compactness of T. Hence, let us consider the sequences {qn}, {λn}, qn ∈ Q,
λn ∈ [0, 1], for all n ∈ N, such that qn → q in C1([0, T ], E) and λn → λ.
Moreover, let xn ∈ T(qn, λn), for all n ∈ N. Then there exists, for all n ∈ N,
fn( · ) ∈ F ( · , qn( · ), q̇n( · )) such that

(5.1) ẍn(t) + A(t)ẋn(t) + B(t)xn(t) = λnfn(t), for a.a. t ∈ [0, T ],

and that xn(T ) = Mxn(0), ẋn(T ) = Nẋn(0).
Since qn → q and q̇n → q̇, there exists a bounded Ω ⊂ E × E such that

(qn(t), q̇n(t)) ∈ Ω, for all t ∈ [0, T ] and n ∈ N. Therefore, there exists, according
to condition (2iii), νΩ ∈ L1([0, T ], [0,∞)) such that ||fn(t)|| ≤ νΩ(t), for every
n ∈ N and almost all t ∈ [0, T ]. According to the arguments below Remark 2.8,

||xn(t)|| ≤ J and ||ẋn(t)|| ≤ J, for a.a. t ∈ [0, T ],

where

J := Z(Zk + 1)
∫ T

0

νΩ(s) ds
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and k, Z are defined by relations (2.17) and (2.21). Consequently, for almost all
t ∈ [0, T ], we have

|ẍn(t)| ≤ ||A(t)|| ||ẋn(t)||+ ||B(t)|| ||xn(t)||
+ ||fn(t)|| ≤ (||A(t)||+ ||B(t)||) · J + νΩ(t).

Thus, the sequences {xn} and {ẋn} are bounded and {ẍn} is uniformly inte-
grable.

The sequences {Uij(t, s)fn(s)}, i, j ∈ {1, 2}, with t ∈ (0, T ], are uniformly
integrable on [0, t], because, according to (2.16),

(5.2) ||Uij(t, s)fn(s)|| ≤ ZνΩ(s),

for almost all s ∈ [0, t] and all n ∈ N.
Since the sequences {qn}, {q̇n} are converging, we obtain, in view of (2ii),

γ({fn(t)}) ≤ g(t)(γ({qn(t)}) + γ({q̇n(t)})) = 0, for a.a. t ∈ [0, T ],

which implies that {fn(t)} is relatively compact. For given t ∈ (0, T ], the se-
quences {Uij(t, s)fn(s)}, i, j ∈ {1, 2}, are relatively compact as well, for a.a.
s ∈ [0, t], because, according to (2.1),

(5.3) γ({Uij(t, s)fn(s)}) ≤ ||Uij(t, s)||γ({fn(s)}) = 0,

for all i, j ∈ {1, 2}.
By means of (2.3) and (2.18),

γ({xn(t)}) ≤ γ

( ⋃
λ∈[0,1]

λ

{ ∫ t

0

U12(t, τ)fn(τ) dτ

+ A1(t)
∫ T

0

U12(T, τ)fn(τ) dτ + A2(t)
∫ T

0

U22(T, τ)fn(τ) dτ

})
≤ γ

( ∫ t

0

U12(t, τ)fn(τ) dτ

+ A1(t)
∫ T

0

U12(T, τ)fn(τ) dτ + A2(t)
∫ T

0

U22(T, τ)fn(τ) dτ

)
.

By virtue of (2.1), (2.2), (5.2), (5.3) and the sub-additivity of γ, we finally arrive
at

γ({xn(t)}) ≤ γ

( ∫ t

0

U12(t, τ)fn(τ) dτ

)
+ ||A1(t)||γ

( ∫ T

0

U12(T, τ)fn(τ) dτ

)
+ ||A2(t)||γ

( ∫ T

0

U22(T, τ)fn(τ) dτ

)
= 0.

By similar reasonings, when using (2.19) instead of (2.18), we also get

γ({ẋn(t)}) = 0
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by which {xn(t)}, {ẋn(t)} are relatively compact, for almost all t ∈ [0, T ]. More-
over, since xn satisfies for all n ∈ N equation (5.1), {ẍn(t)} is relatively compact,
for almost all t ∈ [0, T ]. Thus, according to Lemma 2.5, there exist a subsequence
of {ẋn}, for the sake of simplicity denoted in the same way as the sequence, and
x ∈ C1([0, T ], E) such that {ẋn} converges to ẋ in C([0, T ], E) and {ẍn} con-
verges weakly to ẍ in L1([0, T ], E). By similar arguments as in the proof of
Proposition 3.1, we can obtain that ẍ(t)+A(t)ẋ(t)+B(t)x(t) ∈ λF (t, q(t), q̇(t)),
for almost all t ∈ [0, T ]. Since S is closed and xn ∈ S, for all n, we deduce
that x satisfies the boundary conditions in (1.1). This already implies the quasi-
compactness of T.

Ad (iii2). In order to show that T is µ-condensing, where µ is defined by (2.4),
we will prove that any bounded subset Θ ⊂ Q such that µ(T(Θ× [0, 1])) ≥ µ(Θ)
is relatively compact. Let {xn}n ⊂ T(Θ× [0, 1]) be a sequence such that

µ(T(Θ× [0, 1]))

=
(

sup
t∈[0,T ]

[γ({xn(t)}n) + γ({ẋn(t)}n)],modC({xn}n) + modC({ẋn}n)
)

.

According to (2.18) and (2.19), we can find {qn}n ⊂ Θ, {fn}n satisfying fn(t) ∈
F (t, qn(t), q̇n(t)), for almost al t ∈ [0, T ], and {λn}n ⊂ [0, 1] such that, for all
t ∈ [0, T ],

(5.4) xn(t) = λn

(
A1(t)

∫ T

0

U12(T, τ)fn(τ) dτ

+ A2(t)
∫ T

0

U22(T, τ)fn(τ) dτ

)
+ λn

∫ t

0

U12(t, τ)fn(τ) dτ

and

(5.5) ẋn(t) = λn

(
A3(t)

∫ T

0

U12(T, τ)fn(τ) dτ

+ A4(t)
∫ T

0

U22(T, τ)fn(τ) dτ

)
+ λn

∫ t

0

U22(t, τ)fn(τ) dτ.

In view of (2ii), we have, for all t ∈ [0, T ],

γ({fn(t), n ∈ N}) ≤ g(t)(γ({qn(t), n ∈ N}) + γ({q̇n(t), n ∈ N}))
≤ g(t) sup

t∈[0,T ]

(γ({qn(t), n ∈ N}) + γ({q̇n(t), n ∈ N})).

Since {qn}n ⊂ Θ and Θ is bounded in C1([0, T ], E), by means of (2iii), we get
the existence of νΘ ∈ L1([0, T ], [0,∞)) such that |fn(t)| ≤ νΘ(t), for almost all
t ∈ [0, T ] and all n ∈ N. According to (2.16), this implies |Ui,j(t)fn(t)| ≤ ZνΘ(t),
for each i, j = 1, 2, almost all t ∈ [0, T ] and all n ∈ N. Moreover, by virtue
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of (2.1), for each (t, τ) ∈ ∆, we have (here, the notation { · , n ∈ N} means the
same as { · }n before)

γ({Ui,j(t, τ)fn(τ),n ∈ N})
≤ ||Uij(t, τ)||γ({fn(τ), n ∈ N}) ≤ Zγ({fn(τ), n ∈ N})
≤Zg(t) sup

t∈[0,T ]

(γ({qn(t), n ∈ N}) + γ({q̇n(t), n ∈ N})).

Applying the property (2.2), for each t ∈ [0, T ], we so obtain

γ

({ ∫ t

0

U1,2(t, τ)fn(τ) dτ, n ∈ N
})

≤ 2Z||g||L1 sup
t∈[0,T ]

(γ({qn(t), n ∈ N}) + γ({q̇n(t), n ∈ N})).

By a similar reasoning, we arrive, for i = 1, 2, at

γ

({ ∫ T

0

Ui,2(T, τ)fn(τ) dτ, n ∈ N
})

≤ 2Z||g||L1 sup
t∈[0,T ]

(γ({qn(t), n ∈ N}) + γ({q̇n(t), n ∈ N})).

Therefore, according to (2.20), (5.4), properties (2.1), (2.3) and the subadditivity
of γ, for all t ∈ [0, T ], we have that

γ({xn(t), n ∈ N}) ≤ 2Z‖A1(t)‖‖g‖L1S + 2Z‖A2(t)‖‖g‖L1S + 2Z‖g‖L1S
=2Z‖g‖L1(4Zk + 1)S,

where S := supt∈[0,T ](γ({qn(t), n ∈ N}) + γ({q̇n(t), n ∈ N})).
The same estimate can be obtained, at each t ∈ [0, T ], for γ({ẋn(t), n ∈ N}),

when starting from condition (5.5). Subsequently,

γ({xn(t), n ∈ N}) + γ({ẋn(t), n ∈ N}) ≤ 4Z(4Zk + 1)||g||L1S,

yielding

(5.6) sup
t∈[0,T ]

(γ({xn(t), n ∈ N}) + γ({ẋn(t), n ∈ N})) ≤ 4Z(4Zk + 1)||g||L1S.

Since µ(T(Θ× [0, 1])) ≥ µ(Θ) and {qn}n ⊂ Θ, we so get

sup
t∈[0,T ]

(γ({qn(t), n ∈ N}) + γ({q̇n(t), n ∈ N}))

≤ sup
t∈[0,T ]

(γ({xn(t), n ∈ N}) + γ({ẋn(t), n ∈ N}))

and, in view of (5.6) and (2iv), we have that

sup
t∈[0,T ]

(γ({qn(t), n ∈ N}) + γ({q̇n(t), n ∈ N})) = 0.
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Inequality (5.6) implies that

(5.7) sup
t∈[0,T ]

(γ({xn(t), n ∈ N}) + γ({ẋn(t), n ∈ N})) = 0.

Now, we show that both the sequences {xn} and {ẋn} are equi-continuous.
Let Θ̃ ⊂ E be such that q(t) ∈ Θ̃ and q̇(t) ∈ Θ̃ for q ∈ Θ and t ∈ [0, T ]. Hence,
reasoning as in the formulas after condition (5.1), we can show that, for all n ∈ N,

|xn(t)| ≤ Z(Zk + 1)
∫ T

0

νeΘ(s) ds, |ẋn(t)| ≤ Z(Zk + 1)
∫ T

0

νeΘ(s) ds,

where Z is defined by (2.21) and νeΘ ∈ L1([0, T ], [0,∞)) comes from (2iii). By
the arguments as in the formulas below (5.1), we get that {ẍn}n is uniformly
integrable. It implies that {ẋn} is equi-continuous. Since {ẋn}n is bounded,
{xn} is also equi-continuous. Therefore,

modC({xn}) = modC({ẋn}) = 0.

In view of (5.7), we have obtained that

µ(T(Θ× [0, 1])) = (0, 0).

Hence, also µ(Θ) = (0, 0) and since µ is regular, we have that Θ is relatively
compact. Therefore, condition (c) in Proposition 3.1 holds.

(iv) For all q ∈ Q, the problem P (q, 0) has the trivial solution. According to
Lemma 2.7 and the arguments below it, this is the only solution of P (q, 0), for
all q ∈ Q. Since 0 ∈ K, condition (iv) in Proposition 3.1 is satisfied.

(v) Let q∗ ∈ Q be a solution of the b.v.p. P (q∗, λ), for some λ ∈ (0, 1), i.e.
a fixed point of the solution mapping T. In view of conditions (4.1), (4.2) (see
Proposition 4.2), K is, for all λ ∈ (0, 1), a bound set for the problem{

q̈∗(t) + A(t)q̇∗(t) + B(t)q∗(t) ∈ λF (t, q∗(t), q̇∗(t)), for a.a. t ∈ [0, T ],

x(T ) = Mx(0), ẋ(T ) = Nẋ(0).

This implies that q∗ /∈ ∂Q which ensures condition (e) in Proposition 3.1. �

If the mapping F (t, x, y)−A(t)y−B(t)x is globally u.s.c. in (t, x, y), then we
are able to improve Theorem 5.1, when just replacing the arguments in Proposi-
tion 3.1 by those in Propositions 4.4 and 4.6 (cf. condition (e) in Proposition 3.1),
in the following way.

Corollary 5.2. Let us consider the Floquet b.v.p. (1.1), where F : [0, T ]×
E × E ( E is an upper semicontinuous mapping with nonempty, compact,
convex values and A and B are continuous. Moreover, let condition (1iii) hold
and let there exist a nonempty, open, convex set K ⊂ E containing 0 such that
M∂K = ∂K, where M is invertible.
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Furthermore, let there exist a function V ∈ C1(E, R) with a locally Lipschitz
Fréchet derivative V̇ satisfying (H1) and (H2). Moreover, let, for all x ∈ ∂K,
t ∈ (0, T ), λ ∈ (0, 1) and y ∈ E satisfying (4.4), condition (4.5) hold, for all
w ∈ λF (t, x, y)−A(t)y −B(t)x.

At last, suppose that, for all x ∈ ∂K, λ ∈ (0, 1) and y ∈ E satisfying (4.13)
at least one of conditions (4.14), (4.15) holds, for all w1 ∈ λF (0, x, y)−A(0)y−
B(0)x or for all w2 ∈ λF (T,Mx,Ny)−A(T )Ny −B(T )Mx, respectively.

If conditions (2i)–(2iv) from Theorem 5.1 are satisfied, then the Floquet b.v.p.
(1.1) admits a solution whose values are located in K.

Remark 5.3. Observe that the rather technical inequality in condition (2iv)
can be trivially satisfied in finite-dimensional spaces or for compact maps F .

6. Illustrative examples

It is known (see e.g. [19, Example 1.2.41(b), Remark 3.12.13]) that if E is
a Banach space and V (x) = ||x||2/2 − R, then V :E → R is a proper convex
function and ∂V = {x∗ ∈ E∗ | 〈x∗, x〉 = ||x||2E = ||x∗||2E∗}, for all x ∈ E,
where ∂V is the subdifferential of V . If, in particular, E is a Hilbert space, then
∂V (x) = x.

Moreover, if V is Gâteaux differentiable at x ∈ E, then ∂V (x) = {V ′(x)}
(see e.g. [19, Theorem 1.2.37]). The same is all the better true, provided V is
Fréchet differentiable which is, for all x ∈ E \{0}, equivalent with E to be locally
uniformly smooth, i.e.

lim
τ→0+

1
τ

sup{||x + τy||+ ||x− τy|| − 2||x|| | ||y|| = 1} = 0

(see e.g. [10], [11]).
If E is uniformly smooth, i.e. if there exists the limit

lim
τ→0

1
τ

(||x + τy|| − ||x||),

uniformly for x, y ∈ SE , where SE := {x ∈ E | ||x|| = 1} is the unit sphere
which is, according to the well-known Smuljan theorem, equivalent with E∗ to
be uniformly convex, i.e.

inf
{

1− 1
2
||x∗ + y∗||E∗ | x∗, y∗ ∈ SE∗ , ||x∗ − y∗||E∗ = ε

}
> 0,

for every ε > 0 (see e.g. [10], [11]), then E is obviously locally uniformly smooth
as well. Moreover, E is also reflexive (see again e.g. [10], [11]).

Thus, if E is uniformly smooth, then V (x) = ||x||2/2 − R must be Fréchet
differentiable, for all x ∈ E, and V̇x = V

′
(x) = {x∗ ∈ X∗ | 〈x∗, x〉 = ||x||2E =

||x∗||2E∗}, for x ∈ E. Observe that, despite the non-differentiability of x → ||x||
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at x = 0, the function V is entirely Fréchet differentiable in E (i.e. also at x = 0),
because the square acts in its regularization. In fact, we have that

lim
h→0

‖V (h)− V (0)− 〈0E , h〉‖
‖h‖

= lim
h→0

|‖h‖2/2−R + R− 0|
‖h‖

= lim
h→0

‖h‖2/2
‖h‖

= lim
h→0

1
2
‖h‖ = 0,

where 0E denotes the identically zero operator in E.
One can easily check that V̇x is convex, i.e.

V̇λx1+(1−λ)x2 ≤ λV̇x1 + (1− λ)V̇x2 ,

for all x1, x2 ∈ E and λ ∈ [0, 1]. We note that V̇x is also locally Lipschitz
continuous (see e.g. [19, Corollary 1.2.8]).

Example 6.1. Let E be a uniformly smooth Banach space and consider
problem (1.1). Assume that conditions (1i)–(1iii) and (2i)–(2iv) are satisfied.
Putting K := {x ∈ E | ||x|| <

√
2R}, let M∂K = ∂K; for instance, let M =

N = id, for a periodic problem, or M = N = −id, for an anti-periodic problem.
Taking V (x) = ||x||2/2−R, where R > 0 is a given constant in the definition

of K, in view of the above considerations, we have that the locally Lipschitz
continuous derivative V̇x satisfies

V̇x = {x∗ ∈ E∗ | 〈x∗, x〉 = ||x||2E = ||x∗||2E∗}, for x ∈ E.

One can readily check that conditions (H1), (H2) trivially hold. Furthermore,
condition (4.1) takes the form

(6.1) lim sup
h→0−

〈(x + hy)∗ − x∗, y〉
h

+ 〈(x + hy)∗, w〉 > 0,

for a suitable ε > 0, all x ∈ K ∩ B(∂K, ε), t ∈ (0, T ), y ∈ E, λ ∈ (0, 1) and
w ∈ λF (t, x, y)−A(t)y −B(t)x.

If M = N = id, then

〈V̇Mx, Nz〉 · 〈V̇x, z〉 = 〈V̇x, z〉 · 〈V̇x, z〉 = 〈x∗, z〉2 ≥ 0

and, when 〈x∗, z〉 = 0, then 〈V̇Mx, Nz〉 = 〈V̇x, z〉 = 0, by which condition (4.2)
is satisfied.

It is easy to show that V̇−x = −V̇x, for all x ∈ E. Thus, if M = N = −id,
then

〈V̇Mx, Nz〉 · 〈V̇x, z〉 = −〈V̇−x, z〉 · 〈V̇x, z〉 = 〈V̇x, z〉 · 〈V̇x, z〉 = 〈x∗, z〉2 ≥ 0;

so, as in the periodic case, when 〈x∗, z〉 = 0, then 〈V̇−x,−z〉 = 〈V̇x, z〉 = 0.
Hence, condition (4.2) is satisfied in the anti-periodic case as well.
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In particular, if E is a Hilbert space, then condition (6.1) takes form,

〈x, w〉+ ||y||2 > 0,

for a suitable ε > 0, all x ∈ K ∩ B(∂K, ε), t ∈ (0, T ), y ∈ E, λ ∈ (0, 1) and
w ∈ λF (t, x, y) − A(t)y − B(t)x. Applying Theorem 5.1, problem (1.1) admits
a solution whose values are located in K.

For Marchaud inclusions, the application of Corollary 5.2 can be illustrated
as follows.

Example 6.2. Let E be a uniformly smooth Banach space and consider
problem (1.1), where this time F is an upper semicontinuous mapping and A,B

are continuous. Assume that conditions (1iii) and (2i)–(2iv) are satisfied. Putting
K := {x ∈ E | ||x|| <

√
2R}, let again M∂K = ∂K.

For V (x) = ||x||2/2 − R, conditions (H1), (H2) trivially hold, and with no
change

V̇x = {x∗ ∈ X∗ | 〈x∗, x〉 = ||x||2E = ||x∗||2E∗}, for x ∈ E.

Conditions (4.4) and (4.5) take the form: for all x ∈ ∂K and y ∈ E satisfying

〈x∗, y〉 = 0,

the following inequality holds

lim inf
h→0

1
h
〈(x + hy)∗, y〉+ 〈(x + hy)∗, w〉 > 0,

for all t ∈ (0, T ), λ ∈ (0, 1) and w ∈ λF (t, x, y)−A(t)y −B(t)x.
Furthermore, since for M = N = id: 〈V̇Mx, Ny〉 = 〈V̇x, y〉 = 〈x∗, y〉, condi-

tion (4.13) is equivalent to

(6.2) 〈x∗, y〉 = 0, for all x ∈ ∂K and y ∈ E.

Since for M = N = −id: 〈V̇Mx, Ny〉 = −〈V̇−x, y〉 = 〈V̇x, y〉, condition (4.13) is
also in this case equivalent to (6.2).

In view of

1
h
〈V̇x+hy, y + hw1〉 =

1
h
〈(x + hy)∗, y〉+ 〈(x + hy)∗, w1〉,

condition (4.14) reads as

lim inf
h→0+

1
h
〈(x + hy)∗, y〉+ 〈(x + hy)∗, w1〉 > 0,

for all x ∈ ∂K, λ ∈ (0, 1), y ∈ E and w1 ∈ λF (0, x, y)−A(0)y −B(0)x.
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Finally, in the case when M = N = id or M = N = −id condition (4.15)
takes the respective forms

lim inf
h→0−

1
h
〈(x + hy)∗, y〉+ 〈(x + hy)∗, w2〉 > 0,

lim inf
h→0−

1
h
〈(x + hy)∗, y〉 − 〈(x + hy)∗, w2〉 > 0,

for all x ∈ ∂K, y ∈ E, λ ∈ (0, 1) and w2 ∈ λF (T, x, y) − A(T )y − B(T )x or
w2 ∈ λF (T,−x,−y) + A(T )y + B(T )x.

In particular, if E is a Hilbert space and if M = N = id, then conditions
(4.4), (4.5), (4.13)–(4.15) reduce to: for all x ∈ ∂K, y ∈ E, t ∈ (0, T ) and
λ ∈ (0, 1) satisfying

(6.3) 〈x, y〉 = 0,

the inequalities

〈x,w〉+ ||y||2 > 0, max{〈x, w1〉+ ||y||2, 〈x,w2〉+ ||y||2) > 0

hold, for all w ∈ λF (t, x, y)− A(t)y − B(t)x, w1 ∈ λF (0, x, y)− A(0)y − B(0)x
and all w2 ∈ λF (T, x, y)−A(T )y −B(T )x.

On the other hand, for M = N = −id, i.e. for anti-periodic problems in
Hilbert spaces, conditions (4.4), (4.5), (4.13)–(4.15) take the form: for all x ∈
∂K, y ∈ E, t ∈ (0, T ) and λ ∈ (0, 1) satisfying (6.3) the inequalities

〈x,w〉+ ||y||2 > 0, max{〈x,w1〉+ ||y||2,−〈x, w2〉+ ||y||2) > 0

hold, for all w ∈ λF (t, x, y)− A(t)y − B(t)x, w1 ∈ λF (0, x, y)− A(0)y − B(0)x
and all w2 ∈ λF (T,−x,−y) + A(T )y + B(T )x.

Applying Corollary 5.2, problem (1.1) admits a solution whose values are
located in K.

Remark 6.3. Hilbert spaces are the best uniformly convex Banach spaces.
Since they are self-adjoint, they are in particular reflexive and, according to the
Smuljan theorem, uniformly smooth. That is also why illustrative examples in
Hilbert spaces are, not only because of technically easy calculations, the most
natural ones.

On the other hand, in uniformly smooth spaces which are not Hilbert, it
depends on their concrete structure in order to express conditions in terms of
the asterisque linear functionals, in Examples 6.1 and 6.2, explicitly.

Coming back to the stimulating example from introduction, we can now
demonstrate how the main results apply to it.
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Example 6.4. Consider again the problem in the Hilbert space E := L2(Ω):

(6.4)


∂2u

∂t2
+ a

∂u

∂t
+ B̃u(t, · ) + B||u(t, · )||p

∗−2u = ϕ(t, u),

u(T, · ) = Mu(0, · ), ∂u(T, · )
∂t

= N
∂u(0, · )

∂t
,

where, for the sake of simplicity, we put B̃ := b < 0, where b is a constant,

p∗ := p(x) =

{
p0 ∈ [3,∞) for ||x|| ≤ 1,

p1 ∈ (1, 2] for ||x|| > 1,

and the other symbols have the same meaning as above.
Let the constraint be also the same:

u(t, · ) ∈ K := {e ∈ L2(Ω) | ||e|| ≤ r}, t ∈ [0, T ].

where r > 0 is a given constant.
Rewriting this problem into the form of (1.1), let us verify successively all

the related conditions, in order to apply Theorem 5.1 and Corollary 5.2. One
can readily check that K ⊂ E is a nonempty, open, convex set containing 0 and
that, for M = N = id or for M = N = −id, the equality M∂K = ∂K trivially
holds. Moreover, conditions (1i)–(1iii), or their analogies in Corollary 5.2, are
easily satisfied, provided f : [0, T ]× E → E is Carathéodory or continuous.

For a ≥ 0, b < 0, the spectrum σ(U(T, 0)) of the evolution operator U ,
associated with the homogeneous equation

ẍ(t) + aẋ(t) + bx(t) = 0, t ∈ [0, T ],

can be calculated as
σ(U(T, 0)) = σ(eCT ).

Moreover, it can be shown that

σ(eCT ) = {eλ1T , eλ2T },

where 0 < eλ1T = e(T/2)(a−
√

a2−4b) < 1, eλ2T = e(T/2)(a+
√

a2−4b) > 1.
Thus, the spectrum σ(U(T, 0)) does not intersect the unit cycle which is, at

least for M = N = id and M = N = −id, equivalent with the invertibility of the
operator D̃−U(T, 0) = (M,N)−U(T, 0), provided D̃−U(T, 0) is still surjective
(cf. [8], [19]).

Since the homogeneous equation ẍ(t) + aẋ(t) + bx(t) = 0 has constant coef-
ficients, we can compute the linear operator eCT and it is not difficult to show
that it takes the following form

eCT =
(

c1idE c2idE

c3idE c4idE

)
, c1, c2, c3, c4 ∈ R,
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implying that the 2× 2 real matrix

Ĉ =
(

c1 c2

c3 c4

)
has the same eigenvalues as the linear operator eCT . Moreover, ±id − eCT is
surjective if and only if ±idR2×R2 − Ĉ is so. Since, in our case, D̃ − U(T, 0) =
±idE×E − eCT , one can check that, for a ≥ 0, b < 0, we have

det(idR2×R2 − Ĉ) = 1− (eλ1T + eλ2T ) + eλ1T eλ2T < 0,

det(−idR2×R2 − Ĉ) = 1 + (eλ1T + eλ2T ) + eλ1T eλ2T > 2,

which guarantees the surjectivity of D̃−U(T, 0). Indeed, the function det(λid−
eCT ) = λ2− (eλ1T +eλ2T )λ+eλ1T eλ2T is obviously strictly convex in λ with two
zero points eλ1T , eλ2T and one minimum at (eλ1T + eλ2T )/2 ∈ (eλ1T , eλ2T ).

Since, for ||x|| > 0, we obtain the estimate (cf. [19, p. 263])

||(B||x||p
∗−2x)′|| =B||(p∗ − 2)||x||p

∗−3 x

||x||
+ ||x||p

∗−2||

≤B(|p∗ − 2| · ||x||p
∗−3 + ||x||p

∗−2) ≤ Bmax(p0 − 1,−p1 + 3),

the mapping x → B||x||p∗−2x is Lipschitz with the constant L :=Bmax(p0 − 1,

−p1 + 3) ≥ B. If

B <
1

max(p0 − 1,−p1 + 3)
(≤ 1),

then it is a contraction with the coefficient L < 1, and so condensing. Thus,
condition (2ii) reduces into γ(f(t,Ω)) ≤ g(t)γ(Ω), for almost all t ∈ [0, T ] and
each bounded Ω ⊂ E, where g ∈ L1([0, T ], [0,∞)). Obviously, if f is compact or
contractive in x, then (2ii) trivially holds.

Let us have e.g. a growth estimate for f :

||f(t, x)|| ≤ c0(t) + c1(t)||x||m, for all x ∈ E,

where m ≥ 0, c0, c1 ∈ L1([0, T ], [0,∞)) are suitable functions. Then, in view of
the inequalities (||x||p∗−2 ≤ 1)

||f(t, x)− B||x||p
∗−2x|| ≤ ||f(t, x)||+ B||x|| ≤ c0(t) + c1(t)||x||m + B||x||,

it is enough to take

νΩ(t) := c0(t) + ωmc1(t) + ωB, where ω := sup
x∈Ω

||x||,

in order (2iii) to be satisfied.
Condition (2iv) simplifies into the inequality

(6.5) 4eT (1+a−b)(4keT (1+a−b) + 1)||g||L1([0,T ],[0,∞)) < 1,

where k was defined in (2.17). This inequality is satisfied, ||g||L1([0,T ],[0,∞)) is
sufficiently small and g is related only to f .
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Now, defining V (x) := ||x||2/2 − r2/2, conditions (H1) and (H2) are triv-
ially satisfied. Moreover, conditions (4.1) and (4.5), (4.14) yield the inequality
(−||x||p∗−2 ≥ −1)

(6.6) 〈x, λf(t, x)− λB||x||p
∗−2x− ay − bx〉+ ||y||2

≥ −b||x||2 + ||y||2 − a〈x, y〉+ λ(〈x, f(t, x)〉 − B||x||2〉) > 0,

for all x ∈ K ∩ B(∂K, ε), y ∈ E, t ∈ (0, T ), λ ∈ (0, 1), and for all x ∈ ∂K (i.e.
||x|| = r > 0), y ∈ E, t ∈ [0, T ), λ ∈ (0, 1), respectively.

If a2 ≤ −4b, b < 0, then

−b||x||2 − a〈x, y〉+ ||y||2 ≥ − b||x||2 − a〈x, y〉 − a2

4b
||y||2

≥ − b||x||2 − a||x|| ||y|| − a2

4b
||y||2

=
(√

|b| ||x|| − a

2
√
|b|
||y||

)2

≥ 0,

and if a2 < −4b, ||x|| > 0, then we get −b||x||2 − a〈x, y〉+ ||y||2 > 0. Thus, if

(6.7) 〈x, f(t, x)〉 ≥ B||x||2

holds, where x ∈ K ∩B(∂K, ε), t ∈ (0, T ) or, where x ∈ ∂K, t ∈ [0, T ), then for
a2 < −4b, the inequality (6.6) holds, on the respective sets. In the latter case,
in view of condition (4.4), it is enough to take only a2 ≤ −4b, b < 0.

Otherwise, condition (6.7) can be obviously replaced by

(6.8) (d− B)||x||2 + 〈x, f(t, x)〉 ≥ 0,

provided d > 0 is a constant such that a2 < −4(b + d) or a2 ≤ −4(b + d),
respectively.

By the similar arguments, for M = N = id, condition (4.15) can be (in view
of (4.13)) satisfied, provided a2 ≤ −4b, b < 0 and 〈x, f(T, x)〉 ≥ Br2, where
x ∈ ∂K, or if there exists a constant d > 0 such that a2 ≤ −4(b + d) and
(d− B)r2 + 〈x, f(T, x)〉 ≥ 0, for x ∈ ∂K.

For M = N = −id, condition (4.15) can be (in view of (4.13)) satisfied,
provided a2 ≤ −4b, b < 0 and −〈x, f(T,−x)〉 ≥ Br2, where x ∈ ∂K, or if there
exists a constant d > 0 such that a2 ≤ −4(b+d) and (d−B)r2−〈x, f(T,−x)〉 ≥ 0,
for x ∈ ∂K.

Summing up, for M = N = id or for M = N = −id together with f(t,−x) ≡
−f(t, x), where f ∈ C([0, T ]×E,E), conditions (4.5), (4.14), (4.15) are (in view
of (4.4), (4.13)) satisfied, provided a2 ≤ −4b, b < 0 and condition (6.7) holds, for
x ∈ ∂K, t ∈ [0, T ]. If there exists d > 0 such that a2 ≤ −4(b+d), then condition
(6.7) can be replaced by (6.8), for x ∈ ∂K, t ∈ [0, T ]. If f is Carathéodory, then
it need not be odd (for M = N = −id), but conditions (6.7) or (6.8) should
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hold, for x ∈ K ∩B(∂K, ε), t ∈ (0, T ). Moreover, the class of Floquet boundary
conditions with M∂K = ∂K can be larger than two particular cases above.

If, in particular, a = 0 and b < 0, then the only condition

〈x, f(t, x)〉 ≥ (b + B)||x||2

is sufficient (instead of (6.7) or (6.8)), on the respective sets.

Remark 6.5. Observe that, if r ≤ 1 in the bound set K1 := {e ∈ L2(Ω) |
||e|| < r}, then also the original problem with p ∈ [3,∞):

(6.9)


∂2u

∂t2
+ a

∂u

∂t
+ B̃u(t, · ) + B||u(t, · )||p−2u = ϕ(t, u),

x(T, · ) = Mx(0, · ), ∂x(T, · )
∂t

= N
∂x(0, · )

∂t
,

admits, according to Theorem 5.1 and Corollary 5.2, the same solution x(t) :=
u(t, · ) ∈ K1, t ∈ [0, T ], as for (6.4), because p∗ = p0 := p, where ||x|| ≤ 1.

More precisely, problem (6.9), where M = N = id or M = N = −id together
with ϕ(t,−u) ≡ −ϕ(t, u), admits a (strong) solution x(t) := u(t, ·) such that
x(t) ∈ K1, t ∈ [0, T ], provided

(a) a ≥ 0, b < 0, 0 ≤ B < 1/(p− 1), where p ∈ [3,∞),
(b) ϕ is Carathéodory (resp. continuous) and such that

|ϕ(t, ξ)| ≤ c0(t)√
|Ω|+ 1

+
c1(t)√
|Ω|+ 1

|ξ|2m, t ∈ [0, T ], ξ ∈ Ω,

where c0, c1 are suitable integrable coefficients
(⇒ f is Carathéodory (resp. continuous) and such that ||f(t, x)|| ≤

c0(t) + c1(t)||x||m, for all x ∈ E),
(c) ϕ(t, ξ) is Lipschitz in ξ with a constant L (independent of t) such that

(6.10) 4eT (1+a−b)(4keT (1+a−b) + 1)LT < 1 (cf. (6.5))

(⇒ f satisfies the γ-regularity condition, namely γ(f(t, Ω̃)) ≤ Lγ(Ω̃),
for almost all t ∈ [0, T ] and each bounded Ω̃ ⊂ E, with g(t) := L

satisfying (6.5),
(d) condition (6.8) holds on the set (0, T )×K1∩B(∂K, ε) (resp. on [0, T ]×

∂K1), where d ≥ 0 is a suitable constant such that a2 < −4(b+d) (resp.
a2 ≤ −4b(b + d)).

Remark 6.6. It would be nice to express condition (d), as conditions (a)–

(c), for function ϕ. Thus, for instance, the related equality
√∫

Ω
x2(ξ) dξ = r

would, however, lead to the inequality

zϕ(t, z) ≥ (B − d)z2
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required, for all (t, z) ∈ [0, T ] × R. In this way, the information concerning the
localization of solutions would be lost.

Remark 6.7. The most technical requirement (in nontrivial situations) is
so the inequality (6.10) in condition (c). Nevertheless, the quotient

k := ||[D̃ − U(T, 0)]−1|| = ||[±id− eCT ]−1||E×E

in can be calculated as

k = k−1
0

∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
±1 +

λ1eλ1T − λ2eλ2T

λ2 − λ1

eλ2T − eλ1T

λ2 − λ1

λ1λ2(eλ1T − eλ2T )
λ2 − λ1

±1 +
λ1eλ2T − λ2eλ1T

λ2 − λ1

∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
R2×R2

,

where

k−1
0 = [1∓ (eλ1T + eλ2T ) + eλ1T+λ2T ]−1,

λ1 =
−a−

√
a2 − 4b

2
, λ2 =

−a +
√

a2 − 4b

2
.

For instance, for a = 0, b = −1, we get k ≤ (1 + eT )/(2 + eT + e−T ) < 1;
condition (6.10) can be then satisfied, when e.g. L ≤ 1/T (16e4T + 4e2T ).

7. Concluding remarks

Assuming, for M = N = id, that A(t) ≡ A(t + T ) and B(t) ≡ B(t + T ) or,
for M = N = −id, that A(t) ≡ −A(t + T ) and B(t) ≡ −B(t + T ), the solutions
of the homogeneous problem{

ẍ(t) + A(t)ẋ(t) + B(t)x(t) = 0, for a.a. t ∈ [0, T ],

x(T ) = ±x(0), ẋ(T ) = ±ẋ(0),

where the sign plus in the b.v.p. refers to the case when A and B are T -periodic,
while minus refers to the case when A and B are anti-periodic in [0, T ], can
be obviously prolonged onto (−∞,∞) in a T -periodic or a 2T -periodic way,
respectively.

Let the spectrum σ(U(T, 0)) of U(T, 0) (or σ(U(2T, 0)) of U(2T, 0)) not in-
tersect the unit circle, and so contain components lying in the interior or the
exterior or in both of the unit circle.

In this context, U(T, 0) is called the monodromy operator. If U(T, 0) has
a logarithm, that is if there is an operator S such that U(T, 0) = eS , then its
Floquet representation takes the form (cf. [8, Chapter V.1])

U(t, 0) = R(t)e−tT−1 ln U(T,0) (or U(t, 0) = R(t)e−t(2T )−1 ln U(2T,0)),

where R(t) ≡ R(t + T ) (or R(t) ≡ R(t + 2T )) is a suitable operator.
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The condition imposed on the spectrum is equivalent (see e.g. [8, Theo-
rem 2.1]) with the regular exponential dichotomy of the homogenous equation

(7.1) ẍ(t) + A(t)ẋ(t) + B(t)x(t) = 0

which implies that the above T -periodic or 2T -periodic prolongations either
would tend to 0 or diverge to ∞, in the norm. Consider the inhomogeneous
equation

ẍ(t) + A(t)ẋ(t) + B(t)x(t) = f(t),

where f ∈ L1([0, T ], E) is essentially bounded and such that f(t) ≡ ±f(t + T ).
It admits a unique entirely bounded solution

x(t) =
∫ ∞

−∞
G(t, s)f(s) ds

whose first derivative

ẋ(t) =
∫ ∞

−∞

∂G(t, s)
∂t

f(s) ds

is entirely bounded as well. The symbol G means the principal Green function
of (7.1) (see e.g. [8, Theorem IV.3.2]).

Since the spectral condition is, by the definition, also equivalent (cf. e.g. [19])
with (2i), the bounded solution x(·) and its derivative ẋ(·) must be, according to
Lemma 2.7, T -periodic (2T -periodic). If E is reflexive, then the T -periodicity or
2T -periodicity of x( · ) and ẋ( · ) alternatively follows already from their bound-
edness on the half-line (see e.g. [16, Theorem II.114C]).

Thus, if f is essentially bounded, then for the solvability of T -periodic or
2T -periodic problems, by means of the principal Green functions, condition (2i)
can be replaced by the spectral requirement on U(T, 0) or U(2T, 0), as indicated
above.

Theorem 5.1 and Corollary 5.2 deal only with the localization of solutions,
but not with their first derivatives. This is, however, not a disadvantage, because
otherwise additional requirements occur. In such a case, it is more convenient
to consider the equivalent first-order problems (see [5]).

The parameter set Q of candidate solutions was taken everywhere as Q :=
C1([0, T ],K), but it is without any loss of generality to take it as Q := AC1([0, T ],
K). On the other hand, if Q is only taken as Q := C([0, T ],K), then the solution
derivatives can behave still in a more liberal way. Nevertheless, it would be
practically very delicate to employ this theoretical possibility.

Unlike in finite-dimensional spaces (cf. [4]), the localization of solution val-
ues in a nonconvex bound set K is always a difficult task because of a cumber-
some application of degree arguments (cf. [2], [3, Chapter II.11]). Bound sets
of the type K0 := {w ∈ W 2,2(Ω) | ||w|| < r and Tr(w) = 0 on ∂Ω}, where Ω is
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a nonempty, bounded domain in Rn with a Lipschitz boundary ∂Ω, are convex
but not open in W 2,2(Ω), and so not suitable for applications, too.

Moreover, in finite-dimensional spaces the diagonalization argument can be
applied to guarantee sequentially entirely bounded solutions in given sets by
means of results on compact intervals (see e.g. [3, Proposition III.1.37]). On the
other hand, the compactness requirements in infinite-dimensional spaces (see e.g.
[3, Proposition III.1.36]) allow us to employ e.g. appropriate results for Cauchy
(initial value) problems, but not those obtained e.g. for periodic or anti-periodic
problems. For first-order problems, this was solved in a sequential way (using
the diagonalization arguments) in [5] and directly in [2]. Second-order problems,
where e.g. some solutions should be entirely bounded and localized in a given
set, but not necessarily their derivatives, will be treated by ourselves elsewhere.
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equations in Hilbert spaces, Tôhoku Math. J. 32 (1980), 225–233.

[18] H. Mönch, Boundary value problems for nonlinear differential equations of second order

in Banach spaces, Nonlinear Anal. TMA 4 (1980), 225–233.

[19] N. S. Papageorgiou and S. Th. Kyritsi-Yiallourou, Handbook of Applied Analysis,

Springer, Berlin, 2009.

[20] K. Schmitt and R. Thompson, Boundary value problems for infinite systems of

second-order differential equations, J. Differential Equations 18 (1975), 277–295.

[21] K. Schmitt and P. Volkmann, Boundary value problems for second order differential
equations in convex subsets in a Banach space, Trans. Amer. Math. Soc. 218 (1976),

397–405.

[22] G. Sell and Y. You, Dynamics of Evolutionary Equations, Springer, Berlin, 2002.
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Abstract: The existence and localization of strong (Carathéodory) solutions is proved for a second-order Floquet problem in a Banach
space. The result is obtained by combining a continuation principle together with a bounding (Liapunov-like) functions approach. The
application of the Scorza–Dragoni type technique allows us to use strictly localized transversality conditions.

Keywords: Second-order Floquet problem, Scorza–Dragoni type results, bounding functions, solutions in a given set, evolution equa-
tions, condensing multivalued operators.

1. Introduction

The main aim of this paper is to present a theorem concerning the existence and localization of solutions to second-order
Floquet boundary value problems for upper-Carathéodory differential inclusions in Banach spaces. For some related
references, see e.g. [6,7] and those quoted in [3]. The novelty consists in the application of strictly localized Liapunov-
type bounding functions guaranteeing the transversality behaviour of trajectories on bound sets, i.e. the fixed points free
property required in the applied degree arguments.

The first-order problems were considered in [6,7]. The same second-order problem was already studied by ourselves
via a bound sets approach in [3]. The conditions concerning bounding functions were not however imposed directly on
the boundaries of bound sets like here, but at some vicinity of them. On the other hand, such a strict localization, allowed
by means of the Scorza–Dragoni type technique developed in [15], demands a higher regularity of applied bounding
functions which brings here some obstructions. Nevertheless, our result is new even in a single-valued case of equations.

Hence, letE be a separable Banach space (with the norm‖·‖) satisfying the Radon–Nikodym property (e.g. reflexivity)
and let us consider the Floquet boundary value problem (b.v.p.)

ẍ(t) + A(t)ẋ(t) + B(t)x(t) ∈ F (t, x(t), ẋ(t)), for a.a.t ∈ [0, T ],
x(T ) = Mx(0), ẋ(T ) = Nẋ(0).

}
(1)

Throughout the paper, we assume (for the related definitions, see the next Section 2) that

(1i) A, B: [0, T ] → L(E) are Bochner integrable, whereL(E) stands for the Banach space of all linear, bounded transfor-
mationsL:E → E endowed with the sup-norm,

(1ii) F : [0, T ]× E × E ( E is an upper-Carath́eodory multivalued mapping,
(1iii) M, N ∈ L(E) with M non-singular.

Let us note that in the entire paper, all derivatives will be always understood in the sense of Fréchet, and by the
measurability, we mean the one with respect to the Lebesqueσ-algebra in[0, T ] and the Borelσ-algebra inE.

∗ Corresponding author: e-mail: jan.andres@upol.cz
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The notion of a solution will be understood in a strong (i.e. Carathéodory) sense. Namely, by asolutionof problem
(1), we mean a functionx: [0, T ] → E whose first derivativėx(·) is absolutely continuous and satisfies (1), for almost all
t ∈ [0, T ].

The solution of the b.v.p. (1) will be obtained as the limit of a sequence of solutions of approximating problems that
we construct by means of a Scorza–Dragoni type result developed in [15]. The approximating problems will be treated by
means of the continuation principle developed in [3].

For the main result (Theorem 1) in Section 3, we collect all necessary technicalities and applied tools in the next
Section 2. Concluding remarks in Section 4 concern an illustrative example of the application of Theorem 1. Since the
applied bounding functionV takes the formV (x) := 1

2

(‖x‖2 − r
)

and since one condition in Theorem 1 deals with
V ∈ C2(E,R), we only restrict ourselves there to Hilbert spaces, whereV̈ (x) ≡ Id. In particular, we takeE := L2(Ω),
whereΩ is a suitable nonempty, bounded domain inRn.

2. Preliminaries

Let E be a Banach space having the Radon-Nikodym property (see e.g. [13, pp. 694–695]) and[0, T ] ⊂ R be a closed
interval. By the symbolL1([0, T ], E), we shall mean the set of all Bochner integrable functionsx: [0, T ] → E. For
the definition and properties, see e.g. [13, pp. 693–701]. The symbolAC1([0, T ], E) will denote the set of functions
x: [0, T ] → E whose first derivativėx(·) is absolutely continuous. Then̈x ∈ L1([0, T ], E) and the fundamental theorem
of calculus (the Newton–Leibniz formula) holds (see e.g. [1, pp. 243–244], [13, pp. 695–696]). In the sequel, we shall
always considerAC1([0, T ], E) as a subspace of the Banach spaceC1([0, T ], E).

GivenC ⊂ E andε > 0, the symbolB(C, ε) will denote, as usually, the setC + εB, whereB is the open unit ball in
E, i.e.B = {x ∈ E | ||x|| < 1}. In what follows, the symbolµ will denote the Lebesque measure onR.

For eachL ∈ L(E × E), there exist uniqueLij ∈ L(E), i, j = 1, 2, such that

L(x, y) = (L11x + L12y, L21x + L22y) ,

where(x, y) ∈ E × E. For the sake of simplicity, we shall use the notation

L =
(

L11 L12

L21 L22

)
.

Let E′ be the Banach space dual toE and let us denote by〈·, ·〉 the pairing (the duality relation) betweenE andE′,
i.e., for allΦ ∈ E′ andx ∈ E, we putΦ(x):=〈Φ, x〉.

We shall also need the following definitions and notions from multivalued analysis. LetX,Y be two metric spaces.
We say thatF is amultivalued mappingfrom X to Y (writtenF : X ( Y ) if, for everyx ∈ X, a nonempty subsetF (x)
of Y is given. We associate withF its graphΓF , the subset ofX × Y, defined byΓF := {(x, y) ∈ X × Y | y ∈ F (x)}.

A multivalued mappingF : X ( Y is calledupper semicontinuous(shortly, u.s.c.) if, for each open subsetU ⊂ Y,
the set{x ∈ X | F (x) ⊂ U} is open inX.

Let J ⊂ R be a compact interval. A mappingF :J ( Y with closed values, whereY is a separable metric space, is
calledmeasurableif, for each open subsetU ⊂ Y , the set{t ∈ J | F (t) ⊂ U} belongs to aσ-algebra of subsets ofJ.

If F : J ( Y is compact-valued andY = E is a separable Banach space, then the notion of measurability coincides
with those of strong measurability (cf. e.g. [11, Theorem 1.3.1]) as well as of weak measurability (cf. e.g. [1, Proposition
I.3.45.4]). For the definitions and more details, see e.g. [1,10,11].

A multivalued mappingF : X ( Y is calledcompactif the setF (X) =
⋃

x∈X F (x) is contained in a compact subset
of Y and it is calledquasi-compactif it maps compact sets onto relatively compact sets.

The relationship between upper semicontinuous mappings and quasi-compact mappings with closed graphs is ex-
pressed by the following proposition (see, e.g., [11]).

Proposition 1.Let X, Y be metric spaces andF : X ( Y be a quasi-compact mapping with a closed graph. ThenF is
u.s.c.

Let J = [0, T ] be a given compact interval. A multivalued mappingF : J ×X ( Y , whereY is a separable Banach
space, is called anupper-Carath́eodory mappingif the mapF (·, x): J ( Y is measurable, for allx ∈ X, the map
F (t, ·): X ( Y is u.s.c., for almost allt ∈ J , and the setF (t, x) is compact and convex, for all(t, x) ∈ J ×X.

The technique that will be used for proving the existence and localization result consists in constructing a sequence of
approximating problems. This construction will be made on the basis of the Scorza–Dragoni type result in [15] (cf. [5]).

Definition 1. An upper-Carath́eodory mappingF : [0, T ]×X ×X ( X is said to have the Scorza–Dragoni property if
there exists a multivalued mappingF0: [0, T ] × X × X ( X ∪ {∅} with compact, convex values having the following
properties:

c© 2012 NSP
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(i) F0(t, x, y) ⊂ F (t, x, y), for all (t, x, y) ∈ [0, T ]×X ×X,
(ii) if u, v: [0, T ] → X are measurable functions withv(t) ∈ F (t, u(t), u̇(t)), for a.a. t ∈ [0, T ], then alsov(t) ∈

F0(t, u(t), u̇(t)), for a.a.t ∈ [0, T ],
(iii) for everyε > 0, there exists a closedIε ⊂ [0, T ] such thatµ([0, T ] \ Iε) < ε, F0(t, x, y) 6= ∅, for all (t, x, y) ∈

Iε ×X ×X, andF0 is u.s.c. onIε ×X ×X.

The following two propositions are crucial in our investigation. The first one is almost a direct consequence of the main
result in [15] (cf. [5] and [7, Theorem 2.1]); precisely, the quoted results deal with a multivalued mapF : [0, T ]×X ( X,
but it is straightforward to see that they are still valid in this case, whereF is defined on[0, T ]×X ×X. The second one
allows us to construct a sequence of approximating problems of (1).

Proposition 2.LetX be a separable Banach space andF : [0, T ]×X ×X ( X be an upper-Carath́eodory mapping. If
F is globally measurable or quasi-compact, thenF has the Scorza–Dragoni property.

Proposition 3. (cf. [7, Theorem 2.2])LetX be a Banach space andK ⊂ X a nonempty, open, convex, bounded set such
that 0 ∈ K. Moreover, letε > 0 andV : X → R be a Fŕechet differentiable function witḣV Lipschitzian inB(∂K, ε)
satisfying

(H1) V | ∂K = 0,
(H2) V (x) ≤ 0, for all x ∈ K,

(H3) ‖V̇ (x)‖ ≥ δ, for all x ∈ ∂K, whereδ > 0 is given.

Then there exists a bounded Lipschitzian functionφ: B(∂K, ε) → X such that〈V̇x, φ(x)〉 = 1, for everyx ∈ B(∂K, ε)

Example 1.Let us note that the functionx → φ(x)||V̇x||, whereφ and V̇x occur in Proposition 3, is Lipschitzian and
bounded inB(∂K, ε). The symbolV̇x denotes as usually the first Fréchet derivative ofV atx.

For more details concerning multivalued analysis, see e.g. [1,10,11].

Definition 2. Let N be a partially ordered set,E be a Banach space and letP (E) denote the family of all subsets ofE.
A functionβ:P (E) → N is called a measure of non-compactness (m.n.c.) inE if β(co Ω) = β(Ω), for all Ω ∈ P (E),
whereco Ω denotes the closed convex hull ofΩ.

A m.n.c.β is called:

(i) monotone ifβ(Ω1) ≤ β(Ω2), for all Ω1 ⊂ Ω2 ⊂ E,
(ii) nonsingular ifβ({x} ∪Ω) = β(Ω), for all x ∈ E andΩ ⊂ E,
(iii) invariant with respect to the union with compact sets ifβ(K ∪Ω) = β(Ω), for every relatively compactK ⊂ E and

everyΩ ⊂ E,
(iv) regular whenβ(Ω) = 0 if and only ifΩ is relatively compact.

It is obvious that the m.n.c. which is invariant with respect to the union with compact sets is also nonsingular.
The typical example of an m.n.c. is theHausdorff measure of noncompactnessγ defined, for allΩ ⊂ E by

γ(Ω) := inf{ε > 0 | ∃x1, . . . , xn ∈ E: Ω ⊂ ∪n
i=1B({xi}, ε)}.

The Hausdorff m.n.c. is monotone, invariant with respect to the union with compact sets and regular. Moreover, ifL ∈
L(E) andΩ ⊂ E, then (see, e.g., [11])

γ(LΩ) ≤ ‖L‖L(E)γ(Ω). (2)

Let {fn} ⊂ L([0, T ], E) be such that||fn(t)|| ≤ α(t), γ({fn(t)}) ≤ c(t), for a.a.t ∈ [0, T ], all n ∈ N and suitable
α, c ∈ L([0, T ],R), then (cf. [11])

γ

({∫ T

0

fn(t) dt

})
≤

∫ T

0

c(t) dt. (3)

Moreover, for all subsetsΩ of E (see e.g. [4]),

γ(∪λ∈[0,1]λΩ) = γ(Ω).

Let us now introduce the function

µ(Ω) := max
{wn}n⊂Ω

( sup
t∈[0,T ]

[γ({wn(t)}n) + γ({ẇn(t)}n)], modC({wn}n) + modC({ẇn}n)), (4)
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defined on the boundedΩ ⊂ C1([0, T ], E), where the ordering is induced by the positive cone inR2 and where modC(Ω)
denotes the modulus of continuity of a subsetΩ ⊂ C([0, T ], E).1 It was proved in [3] that the functionµ given by (4) is
an m.n.c. inC1([0, T ], E) that is monotone, invariant with respect to the union with compact sets and regular.

Definition 3. Let E be a Banach space andX ⊂ E. A multivalued mappingF : X ( E with compact values is called
condensing with respect to an m.n.c.β (shortly,β-condensing) if, for everyΩ ⊂ X such thatβ(F (Ω)) ≥ β(Ω), it holds
thatΩ is relatively compact.

A family of mappingsG:X × [0, 1] ( E with compact values is calledβ-condensing if, for everyΩ ⊂ X such that
β(G(Ω × [0, 1])) ≥ β(Ω), it holds thatΩ is relatively compact.

It will be also convenient to recall some basic facts concerning evolution equations. For a suitable introduction and
more details, we refer, e.g., to [8,12,16].

Hence, letC: [0, T ] → L(E) be Bochner integrable and letf ∈ L([0, T ], E). Givenx0 ∈ E, consider the linear initial
value problem

ẋ(t) = C(t)x(t) + f(t), x(0) = x0. (5)

It is well-known (see, e.g., [8]) that, for the uniquely solvable problem (5), there exists the evolution operator

{U(t, s)}(t,s)∈∆,

where∆ := {(t, s): 0 ≤ s ≤ t ≤ T}, such that

U(t, s) ∈ L(E) and ‖U(t, s)‖ ≤ e
∫ t

s
‖C(τ)‖ dτ , for all (t, s) ∈ ∆; (6)

in addition, the unique solutionx(·) of (5) is given by

x(t) = U(t, 0)x0 +
∫ t

0

U(t, s)f(s) ds, t ∈ [0, T ].

GivenD ∈ L(E), the linear Floquet b.v.p.

ẋ(t) = C(t)x(t) + f(t),
x(T ) = Dx(0),

}
(7)

associated with the equation in (5), satisfies the following property.

Lemma 1. (cf. [4]) If the linear operatorD − U(T, 0) is invertible, then (7) admits a unique solution given, for all
t ∈ [0, T ], by

x(t) = U(t, 0)
[
D − U(T, 0)

]−1
∫ T

0

U(T, τ)f(τ) dτ +
∫ t

0

U(t, τ)f(τ) dτ. (8)

Example 2.Denoting

Λ := e
∫ T
0 ‖C(s)‖ ds, Γ := ‖[D − U(T, 0)]−1‖,

we obtain, in view of (6), (8) and the growth estimate imposed onC(t), the following inequality for the solutionx(·) of
(7):

‖x(t)‖ ≤ Λ (ΛΓ + 1)
∫ T

0

‖f(s)‖ ds. (9)

Now, consider the second-order linear Floquet b.v.p.

ẍ(t) + A(t)ẋ(t) + B(t)x(t) = f(t), for a.a.t ∈ [0, T ],
x(T ) = Mx(0), ẋ(T ) = Nẋ(0),

}
, (10)

whereA, B are Bochner integrable andf ∈ L1([0, T ], E), and let

‖(x, y)‖E×E :=
√
‖x‖2 + ‖y‖2, for all x, y ∈ E.

1 The m.n.c. modC(Ω) is a monotone, nonsingular and algebraically subadditive onC([0, T ], E) (cf. e.g. [11]) and it is equal to
zero if and only if all the elementsx ∈ Ω are equi-continuos.
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Problem (10) is equivalent to the following first-order linear one

ξ̇(t) + C(t)ξ(t) = h(t), for a.a.t ∈ [0, T ],
ξ(T ) = D̃ξ(0),

}
(11)

where

ξ = (x, y) = (x, ẋ), (12)

h(t) = (0, f(t)), (13)

C(t): E × E → E × E, (x, y) 7−→ (−y,B(t)x + A(t)y) (14)

and

D̃:E × E → E × E, (x, y) 7−→ (Mx, Ny) . (15)

Let us denote, for all(t, s) ∈ [0, T ]× [0, T ], by

U(t, s) :=
(

U11(t, s) U12(t, s)
U21(t, s) U22(t, s)

)

the evolution operator associated with

ξ̇(t) + C(t)ξ(t) = h(t), for a.a.t ∈ [0, T ],
ξ(0) = ξ0,

}
(16)

whereξ, h and C are defined by relations (12), (13) and (14), respectively, andξ0 ∈ E × E. It is easy to see that
‖C(t)‖ ≤ 1 + ‖A(t)‖+ ‖B(t)‖ and, according to (6), we obtain

‖U(t, s)‖ ≤ e
∫ T
0 (1+‖A(t)‖+‖B(t)‖) dt, for all (t, s) ∈ ∆.

Consequently, for alli, j = 1, 2,

‖Uij(t, s)‖ ≤ e
∫ T
0 (1+‖A(t)‖+‖B(t)‖) dt, for all (t, s) ∈ ∆. (17)

Moreover, if we assume that̃D − U(T, 0) is invertible, denote

[D̃ − U(T, 0)]−1 :=
(

K11 K12

K21 K22

)

and put

k := ‖[D̃ − U(T, 0)]−1‖, (18)

then‖Kij‖ ≤ k, for i, j = 1, 2, and the solutionx(·) of (10) and its derivativėx(·) take, for allt ∈ [0, T ], the forms

x(t) = A1(t)
∫ T

0

U12(T, τ)f(τ) dτ + A2(t)
∫ T

0

U22(T, τ)f(τ) dτ +
∫ t

0

U12(t, τ)f(τ) dτ, (19)

and

ẋ(t) = A3(t)
∫ T

0

U12(T, τ)f(τ) dτ + A4(t)
∫ T

0

U22(T, τ)f(τ) dτ +
∫ t

0

U22(t, τ)f(τ) dτ, (20)

where

A1(t) := U11(t, 0)K11 + U12(t, 0)K21,

A2(t) := U11(t, 0)K12 + U12(t, 0)K22,

A3(t) := U21(t, 0)K11 + U22(t, 0)K21,

A4(t) := U21(t, 0)K12 + U22(t, 0)K22,

for all t ∈ [0, T ]. It holds that

‖Ai(t)‖ ≤ 2ke
∫ T
0 (1+‖A(t)‖+‖B(t)‖) dt, for i = 1, 2, 3, 4 andt ∈ [0, T ]. (21)
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If there existsα ∈ L1([0, T ], [0,∞)) such that‖f(t)‖ ≤ α(t), for a.a.t ∈ [0, T ], then it immediately follows from
Remark 2 that the following estimates hold for each solutionx(·) of (10) and its derivativėx(·):

‖x(t)‖ ≤ Z (4Zk + 1)
∫ T

0

α(s) ds

and

‖ẋ(t)‖ ≤ Z (4Zk + 1)
∫ T

0

α(s) ds,

where

Z := e
∫ T
0 (‖A(s)‖+‖B(s)‖+1) ds (22)

with k defined in (18).
The proof of the main result (cf. Theorem 1 below) will be based on the following slight modification of the con-

tinuation principle developed in [3]. Since the proof of this modified version differs from the one in [3] only slightly in
technical details, we omit it here.

Proposition 4.Let us consider the b.v.p.

ẍ(t) ∈ ϕ(t, x(t), ẋ(t)), for a.a.t ∈ [0, T ],
x ∈ S,

}
(23)

whereϕ: [0, T ] × E × E ( E is an upper-Carath́eodory mapping andS ⊂ AC1([0, T ], E). LetH: [0, T ] × E × E ×
E × E × [0, 1] ( E be an upper-Carath́eodory mapping such that

H(t, c, d, c, d, 1) ⊂ ϕ(t, c, d), for all (t, c, d) ∈ [0, T ]× E × E.

Moreover, assume that the following conditions hold:

(i) There exist a closed setS1 ⊂ S and a closed, convex setQ ⊂ C1([0, T ], E) with a non-empty interiorInt Q such
that each associated problem

ẍ(t) ∈ H(t, x(t), ẋ(t), q(t), q̇(t), λ), for a.a.t ∈ [0, T ],
x ∈ S1,

}
P (q, λ)

whereq ∈ Q andλ ∈ [0, 1], has a non-empty, convex set of solutions (denoted byT(q, λ)).
(ii) For every non-empty, bounded setΩ ⊂ E × E × E × E, there existsνΩ ∈ L1([0, T ], [0,∞)) such that

‖H(t, x, y, u, v, λ)‖ ≤ νΩ(t),

for a.a.t ∈ [0, T ] and all (x, y, u, v) ∈ Ω andλ ∈ [0, 1].
(iii) The solution mappingT is quasi-compact andµ-condensing with respect to a monotone and nonsingular m.n.c.µ

defined onC1([0, T ], E).
(iv) For eachq ∈ Q, the set of solutions of the problemP (q, 0) is a subset ofInt Q, i.e.T(q, 0) ⊂ Int Q, for all q ∈ Q.
(v) For eachλ ∈ (0, 1), the solution mappingT(·, λ) has no fixed points on the boundary∂Q of Q.

Then the b.v.p. (23) has a solution inQ.

3. Main result

Combining the foregoing continuation principle with the Scorza–Dragoni type technique (cf. Proposition 2), we are ready
to state the main result of the paper concerning the solvability and localization of a solution of the multivalued Floquet
problem (1).

For this purpose, let us consider again the single-valued Floquet b.v.p. (10) which is equivalent to the first-order
Floquet b.v.p. (11), providedξ, h(·), C(·) andD̃ are defined by relations (12)–(15). Moreover, letU(t, s) be the evolution
operator associated with (16).

Theorem 1.Consider the Floquet b.v.p. (1), under conditions(1i)–(1iii), and suppose thatF has the Scorza–Dragoni
property. Assume that an open, convex, bounded setK ⊂ E containing0 exists such thatM∂K = ∂K. Furthermore, let
the following conditions(2i)–(2iv) be satisfied:
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(2i) D̃ − U(T, 0) is invertible.
(2ii) γ (F (t, Ω1 ×Ω2)) ≤ g(t) (γ(Ω1) + γ(Ω2)), for a.a. t ∈ [0, T ] and each boundedΩ1, Ω2 ⊂ E, whereg ∈

L1([0, T ], [0,∞)) andγ is the Hausdorff m.n.c. inE.
(2iii) For every non-empty, boundedΩ ⊂ E, there existsνΩ ∈ L1([0, T ], [0,∞)) such that

‖F (t, x, y)‖ ≤ νΩ(t), (24)

for a.a.t ∈ [0, T ] and all (x, y) ∈ Ω × E.
(2iv)The inequality

2e
∫ T
0 (1+‖A(t)‖+‖B(t)‖) dt

(
4ke

∫ T
0 (1+‖A(t)‖+‖B(t)‖) dt + 1

)
‖g‖L1([0,T ],[0,∞)) < 1

holds, wherek is defined in (18).

Furthermore, let there existε > 0 and a functionV ∈ C2(E,R), i.e. a twice continuously differentiable function in
the sense of Fréchet, satisfying (H1)–(H3) with Fréchet derivativėV Lipschitzian inB(∂K, ε).2 Moreover, let there exist
h > 0 such that
〈
V̈x(v), v

〉
≥ 0, forallx ∈ B(∂K, h), v ∈ E, (25)

whereV̈x(v) denotes the second Fréchet derivative ofV at x in the direction(v, v) ∈ E × E. Finally, let

〈V̇x, w〉 > 0, (26)

and〈
V̇Mx, Nv

〉
·
〈
V̇x, v

〉
> 0, or

〈
V̇Mx, Nv

〉
=

〈
V̇x, v

〉
= 0, (27)

and for allx ∈ ∂K, t ∈ (0, T ), v ∈ E, λ ∈ (0, 1) andw ∈ λF (t, x, v)−A(t)v −B(t)x.
Then the Floquet b.v.p. (1) admits a solution whose values are located inK.

Proof. Since the proof of this result is rather technical, it will be divided into several steps. At first, let us define the
sequence of approximating problems. For this purpose, let us consider a continuous functionτ : E → [0, 1] such that
τ(x) = 0, for all x ∈ E \ B(∂K, ε), andτ(x) = 1, for all x ∈ B(∂K, ε

2 ). According to Proposition 3 (see also Remark

1), the functionφ̂: E → E, where

φ̂(x) =
{

τ(x) · φ(x) · ‖V̇x‖, for all x ∈ B(∂K, ε),
0, for all x ∈ E \B(∂K, ε),

is well-defined, continuous and bounded. Since(t, y) → A(t)y and(t, x) → B(t)x are Carath́eodory maps, on[0, T ]×E,
they are also almost-continuous (cf. [14]). Therefore, the mapping(t, x, y) ( −A(t)y − B(t)x + F (t, x, y) has the
Scorza–Dragoni property. So, we are able to find a decreasing sequence{Jm} of subsets of[0, T ] and a mappingF0 :
[0, T ]× E × E ( E ∪ {∅} such that, for allm ∈ N,

–µ(Jm) < 1
m ,

–[0, T ] \ Jm is closed,
–(t, x, y) ( −A(t)y −B(t)x + F0(t, x, y) is u.s.c. on[0, T ] \ Jm × E × E,
–νK(t) is continuous in[0, T ] \ Jm.

If we put J = ∩∞m=1Jm, thenµ(J) = 0, F0(t, x, y) 6= ∅, for all t ∈ [0, T ] \ J and the mapping(t, x, y) ( −A(t)y −
B(t)x + F0(t, x, y) is u.s.c. on[0, T ] \ J × E × E.

For eachm ∈ N, let us define the mappingFm : [0, T ]× E × E ( E with compact, convex values by the formula

Fm(t, x, y) :=
{

F0(t, x, y)− p(t)
(
χJm(t) + 1

m

)
φ̂(x), for all (t, x, y) ∈ [0, T ] \ J ×E × E,

−p(t)
(
χJm(t) + 1

m

)
φ̂(x), for all (t, x, y) ∈ J × E × E,

where

p(t) =: −νK(t)− ‖A(t)‖Z(4Zk + 1)‖νK‖L1([0,T ],[0,∞)) − ‖B(t)‖
(
‖∂K‖+

ε

2

)
. (28)

2 Since aC2-functionV has only a locally Lipschitzian Fréchet derivativeV̇ (cf. e.g. [13]), we had to assume explicitly the global
Lipschitzianity ofV̇ in a noncompact setB(∂K, ε).
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with k andZ defined by (18) and (22), respectively.
Let us consider the b.v.p.

ẍ(t) + A(t)ẋ(t) + B(t)x(t) ∈ Fm(t, x(t), ẋ(t)), for a.a.t ∈ [0, T ],
x(T ) = Mx(0), ẋ(T ) = Nẋ(0).

}
(Pm)

Now, let us verify the solvability of problems(Pm). Letm ∈ N be fixed. SinceF0 is globally u.s.c. on[0, T ]\J×E×E,
Fm(·, x, y) is measurable, for each(x, y) ∈ E × E, and, due to the continuity of̂φ, Fm(t, ·, ·) is u.s.c., for allt ∈
[0, T ] \ J . Therefore,Fm is an upper-Carath́eodory mapping. Moreover, let us define the upper-Carathéodory mapping
Hm: [0, T ]× E × E × E × E × [0, 1] ( E by the formula

Hm(t, x, y, u, v, λ) ≡ Hm(t, u, v, λ)

:=
{

λF0(t, u, v)− p(t)
(
χJm

(t) + 1
m

)
φ̂(u), for all (t, x, y, u, v, λ) ∈ [0, T ] \ J × E4 × [0, 1],

−p(t)
(
χJm

(t) + 1
m

)
φ̂(u), for all (t, x, y, u, v, λ) ∈ J × E4 × [0, 1].

Let us show that, whenm ∈ N is sufficiently large, all assumptions of Proposition 4 (forϕ(t, x, ẋ) := Fm(t, x, ẋ)−
A(t)ẋ−B(t)x) are satisfied.

For this purpose, let us define the closed setS = S1 by

S := {x ∈ AC1([0, T ], E): x(T ) = Mx(0), ẋ(T ) = Nẋ(0)}
and let the setQ of candidate solutions be defined asQ := C1([0, T ], K). Because of the convexity ofK, the setQ is
closed and convex.

For all q ∈ Q andλ ∈ [0, 1], consider still the associated fully linearized problem

ẍ(t) + A(t)ẋ(t) + B(t)x(t) ∈ Hm(t, q(t), q̇(t), λ), for a.a.t ∈ [0, T ],
x(T ) = Mx(0), ẋ(T ) = Nẋ(0),

}
Pm(q, λ)

and denote byTm the solution mapping which assigns to each(q, λ) ∈ Q× [0, 1] the set of solutions ofPm(q, λ).
ad (i) In order to verify condition(i) in Proposition 4, we need to show that, for each(q, λ) ∈ Q× [0, 1], the problem

Pm(q, λ) is solvable with a convex set of solutions. So, let(q, λ) ∈ Q × [0, 1] be arbitrary and letfq(·) be a measurable
selection ofHm(·, q(·), q̇(·), λ). Then, according to(2i), Lemma 1 and the equivalence, stated in Section 2, between the
b.v.p. (10) and (11), the single-valued Floquet problem

ẍ(t) + A(t)ẋ(t) + B(t)x(t) = fq(t), for a.a.t ∈ [0, T ],
x(T ) = Mx(0), ẋ(T ) = Nẋ(0)

}

admits a unique solution which is one of solutions ofPm(q, λ). Thus, the set of solutions ofPm(q, λ) is nonempty. The
convexity of the solution sets follows immediately from the definition ofHm and the fact that problemsPm(q, λ) are fully
linearized.

ad (ii) Let Ω ⊂ E × E × E × E be bounded. Then, there exists a boundedΩ1 ⊂ E such thatΩ ⊂ Ω1 × Ω1 ×
Ω1 × Ω1 and, according to(2iii) and the definition ofHm, there existsĴ ⊂ [0, T ] with µ

(
Ĵ
)

= 0 such that, for all

t ∈ [0, T ] \
(
J ∪ Ĵ

)
, (x, y, u, v) ∈ Ω andλ ∈ [0, 1],

‖Hm(t, u, v, λ)−A(t)y −B(t)x‖ ≤ νΩ1(t) + 2p(t) · max
x∈B(∂K,ε)

‖φ̂(x)‖+ ‖A(t)‖ · ‖y‖+ ‖B(t)‖ · ‖x‖.

Therefore, the mappingHm(t, q(t), q̇(t), λ)−A(t)ẋ(t)−B(t)x(t) satisfies condition(ii) from Proposition 4.

ad (iii) Since the verification of condition(iii) in Proposition 4 is technically the most complicated, it will be split
into two parts:(iii1) the quasi-compactness of the solution operatorTm, (iii2) the condensity ofTm w.r.t. the monotone
and non-singular m.n.c.µ defined by (4).

ad (iii1) Let us firstly prove that the solution mappingTm is quasi-compact. SinceC1([0, T ], E) is a complete
metric space, it is sufficient to prove the sequential quasi-compactness ofTm. Hence, let us consider the sequences
{qn}, {λn}, qn ∈ Q, λn ∈ [0, 1], for all n ∈ N, such thatqn → q in C1([0, T ], E) andλn → λ. Moreover, letxn ∈
Tm(qn, λn), for all n ∈ N. Then there exists, for alln ∈ N, kn(·) ∈ F0(·, qn(·), q̇n(·)) such that

ẍn(t) + A(t)ẋn(t) + B(t)xn(t) = λnkn(t)− p(t)
(

χJm(t) +
1
m

)
φ̂(qn(t)), for a.a.t ∈ [0, T ], (29)
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and thatxn(T ) = Mxn(0), ẋn(T ) = Nẋn(0).
According to condition(2iii) and the definition ofQ, ‖kn(t)‖ ≤ νK(t), for everyn ∈ N and a.a.t ∈ [0, T ]. According

to formula (19),

xn(t) = A1(t)
∫ T

0

U12(T, τ)fn(τ) dτ + A2(t)
∫ T

0

U22(T, τ)fn(τ) dτ +
∫ t

0

U12(t, τ)fn(τ) dτ, (30)

where

fn(t) = λnkn(t)− p(t)
(

χJm
(t) +

1
m

)
φ̂(qn(t)). (31)

Therefore, for allt ∈ [0, T ] andn ∈ N,

‖xn(t)‖ ≤ Z(4Zk + 1)Ĉ,

wherek, Z are defined by relations (18), (22) and

Ĉ :=

[
‖νK‖L1([0,T ],[0,∞)) + 2 · max

x∈B(∂K,ε)
‖φ̂(x)‖ · ‖p‖L1([0,T ],[0,∞))

]
. (32)

This implies that the sequence{xn} is bounded.
Moreover, since

ẋn(t) = A3(t)
∫ T

0

U12(T, τ)fn(τ) dτ + A4(t)
∫ T

0

U22(T, τ)fn(τ) dτ +
∫ t

0

U22(t, τ)fn(τ) dτ, (33)

wherefn(t) is defined by formula (31), we can obtain, by the similar arguments, that‖ẋn(t)‖ ≤ Z(4Zk + 1)Ĉ for all
t ∈ [0, T ] andn ∈ N.

Consequently, for a.a.t ∈ [0, T ], we have

‖ẍn(t)‖ ≤ ‖A(t)‖ · ‖ẋn(t)‖+ ‖B(t)‖ · ‖xn(t)‖+ ‖fn(t)‖

≤ (‖A(t)‖+ ‖B(t)‖) · Z(4Zk + 1)Ĉ + νK(t) + 2 · max
x∈B(∂K,ε)

‖φ̂(x)‖ · p(t).

Thus,{ẍn} is uniformly integrable.
For eacht ∈ [0, T ], the properties of the Hausdorff m.n.c. yield

γ({fn(t)}n) ≤ γ ({λnkn(t)}n) + p(t)
(

χJm(t) +
1
m

)
γ

(
{φ̂(qn(t))}n

)

≤ γ
(∪λ∈[0,1]{λkn(t)}n

)
+ p(t)

(
χJm(t) +

1
m

)
γ

(
{φ(qn(t))‖V̇qn(t)‖ : qn(t) ∈ B(∂K, ε)}

)

= γ ({kn(t)}n) + p(t)
(

χJm(t) +
1
m

)
γ

(
{φ(qn(t))‖V̇qn(t)‖ : qn(t) ∈ B(∂K, ε)}

)
.

Therefore, according to condition(2ii), for a.a.t ∈ [0, T ],

γ({fn(t)}n) ≤ g(t) (γ ({qn(t)}n) + γ ({q̇n(t)}n)) + p(t)
(

χJm(t) +
1
m

)
γ

(
{φ(qn(t))‖V̇qn(t)‖ : qn(t) ∈ B(∂K, ε)}

)

≤ g(t) sup
t∈[0,T ]

(γ ({qn(t)}n) + γ ({q̇n(t)}n)) + p(t)
(

χJm(t) +
1
m

)
γ

(
{φ(qn(t))‖V̇qn(t)‖ : qn(t) ∈ B(∂K, ε)}

)
.

Since the functionx → φ(x)‖V̇x‖ is Lipschitzian onB(∂K, ε) with some Lipschitz constant̂L > 0 (see Remark 1), we
get that

γ({fn(t)}n) ≤
(

g(t) + L̂p(t)
(

χJm(t) +
1
m

))
sup

t∈[0,T ]

(γ ({qn(t)}n) + γ ({q̇n(t)}n)) .
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Sinceqn → q and q̇n → q̇ in C([0, T ], E), we get that, for a.a.t ∈ [0, T ], γ ({qn(t)}n) = γ ({q̇n(t)}n) = 0, which
implies thatγ({fn(t)}n) = 0, for a.a.t ∈ [0, T ].

For a givent ∈ (0, T ], the sequences{Uij(t, s)fn(s)}, i, j ∈ {1, 2}, are relatively compact as well, for a.a.s ∈ [0, t],
because, according to (2),

γ({Uij(t, s)fn(s)}n) ≤ ‖Uij(t, s)‖γ({fn(s)}n) = 0, (34)

for all i, j ∈ {1, 2}.
Moreover, according to (17) and (22),

‖Uij(t, s)fn(s)‖ ≤ Z

(
νK(s) + 2 · max

x∈B(∂K,ε)
‖φ̂(x)‖ · p(s)

)
, (35)

for a.a.s ∈ [0, t] and alln ∈ N.
By virtue of (2), (3), (34), (35) and the sub-additivity ofγ, we finally arrive at

γ({xn(t)}n) ≤ γ

({∫ t

0

U12(t, τ)fn(τ) dτ

}

n

)
+ ‖A1(t)‖ · γ

({∫ T

0

U12(T, τ)fn(τ) dτ

}

n

)

+ ‖A2(t)‖ · γ
({∫ T

0

U22(T, τ)fn(τ) dτ

}

n

)
= 0.

By similar reasonings, when using (20) instead of (19), we also get

γ({ẋn(t)}n) = 0

by which{xn(t)}, {ẋn(t)} are relatively compact, for a.a.t ∈ [0, T ]. Moreover, sincexn satisfies for alln ∈ N equation
(29),{ẍn(t)} is relatively compact, for a.a.t ∈ [0, T ]. Thus, according to [1, Lemma III.1.30], there exist a subsequence of
{ẋn}, for the sake of simplicity denoted in the same way as the sequence, andx ∈ C1([0, T ], E) such that{ẋn} converges
to ẋ in C([0, T ], E) and{ẍn} converges weakly töx in L1([0, T ], E). According to the classical closure results (cf. e.g.
[11, Lemma 5.1.1]),x ∈ Tm(q, λ), which implies the quasi-compactness ofTm.

ad (iii2) In order to show that, form ∈ N sufficiently large,Tm is µ-condensing with respect to the m.n.c.µ defined
by (4), let us consider a bounded subsetΘ ⊂ Q such thatµ (Tm(Θ × [0, 1])) ≥ µ(Θ). Let {xn} ⊂ Tm (Θ × [0, 1]) be a
sequence such that

µ (Tm (Θ × [0, 1])) =

(
sup

t∈[0,T ]

[γ({xn(t)}n) + γ({ẋn(t)}n)] , modC ({xn}n) + modC ({ẋn}n)

)
.

According to (19) and (20), we can find{qn} ⊂ Θ, {λn} ⊂ [0, 1] and{kn} satisfyingkn(t) ∈ F0(t, qn(t), q̇n(t)), for a.a.
t ∈ [0, T ], such that, for allt ∈ [0, T ], xn(t) andẋn(t) are defined by formulas (30) and (33), respectively, wherefn(t) is
defined by formula (31).

By the similar reasonings as in the partad (iii1), we can obtain that

γ ({fn(t)}n) ≤
(

g(t) + L̂p(t)(χJm(t) +
1
m

)
)

sup
t∈[0,T ]

(γ ({qn(t)}n) + γ ({q̇n(t)}n)) ,

for a.a.t ∈ [0, T ].
Let us put

S := sup
t∈[0,T ]

(γ ({qn(t)}n) + γ ({q̇n(t)}n)) ,

fix τ ∈ [0, T ] and leti, j = 1, 2. Then, according to (17) and (22), we have that, for alln ∈ N,

‖Uij(τ, t)fn(t)‖ ≤ ‖Uij(τ, t)‖ · ‖fn(t)‖ ≤ Z

(
‖kn(t)‖+ 2 · max

x∈B(∂K,ε)
‖φ̂(x)‖ · p(t)

)
, fora.a.t ∈ [0, τ ].

Sincekn(t) ∈ F0(t, qn(t), q̇n(t)), for a.a.t ∈ [0, T ], andqn ∈ Θ, for all n ∈ N, whereΘ is a bounded subset of
C1([0, T ], E), there existsΩ ⊂ K such thatqn(t) ∈ Ω, for all n ∈ N andt ∈ [0, T ]. Hence, it follows from condition
(2iii) that

‖Uij(τ, t)fn(t)‖ ≤ Z

(
νΩ(t) + 2 · p(t) · max

x∈B(∂K,ε)
‖φ̂(x)‖

)
, fora.a.t ∈ [0, τ ].
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As a consequence of (17), (22) and property (2), we also have that

γ
({Uij(τ, t)fn(t)}n

) ≤ Zγ ({fn(t)}n) , fora.a.t ∈ [0, τ ].

Therefore, we can use (3) in order to show that

γ

({∫ T

0

Uij(T, t)fn(t) dt

}

n

)
≤ ZS

∫ T

0

(
g(t) + L̂p(t)

(
χJm(t) +

1
m

))
dt, ij = 1, 2,

and also

γ

({∫ t

0

Ui2(t, τ)fn(τ) dτ

}

n

)
≤ ZS

∫ t

0

(
g(τ) + L̂p(τ)

(
χJm

(τ) +
1
m

))
dτ, i = 1, 2.

Consequently, according to (2), (21), (30) and the subadditivity ofγ, we have that, for a.a.t ∈ [0, T ],

γ ({xn(t)}n) ≤ ZS (‖A1(t)‖+ ‖A2(t)‖+ 1)
∫ T

0

(
g(t) + L̂p(t)

(
χJm

(t) +
1
m

))
dt

≤ ZS (4kZ + 1)
(
‖g‖L1([0,T ],[0,∞)) + L̂

(
‖p‖L1(Jm) +

1
m
‖p‖L1([0,T ],[0,∞))

))
.

The same estimate can be obtained forγ ({ẋn(t)}n), when starting from condition (33). Subsequently,

γ ({xn(t)}n) + γ ({ẋn(t)}n) ≤ 2ZS (4kZ + 1)
(
‖g‖L1([0,T ],[0,∞)) + L̂

(
‖p‖L1(Jm) +

1
m
‖p‖L1([0,T ],[0,∞))

))
.

Since we assume thatµ (Tm(Θ × [0, 1])) ≥ µ(Θ) and{qn}n ⊂ Θ, we get

S = sup
t∈[0,T ]

(γ ({qn(t)}n) + γ ({q̇n(t)}n)) ≤ sup
t∈[0,T ]

(γ ({xn(t)}n) + γ ({ẋn(t)}n))

≤ 2Z(4Zk + 1)
(
‖g‖L1([0,T ],[0,∞)) + L̂

(
‖p‖L1(Jm) +

1
m
‖p‖L1([0,T ],[0,∞))

))
S.

Since we have, according to(2iv), that2Z(4kZ + 1)‖g‖L1([0,T ],[0,∞)) < 1, we can choosem0 ∈ N such that, for all
m ∈ N, m ≥ m0, it holds that

2Z(4kZ + 1)
(
‖g‖L1([0,T ],[0,∞)) + L̂

(
‖p‖L1(Jm) +

1
m
‖p‖L1([0,T ],[0,∞))

))
< 1.

Therefore, we get, for sufficiently largem ∈ N, the contradictionS < S which ensures the validity of condition(iii) in
Proposition 4.

ad (iv) For all q ∈ Q, the setTm(q, 0) coincides with the unique solutionxm of the linear system

ẍ(t) + A(t)ẋ(t) + B(t)x(t) = −p(t)
(
χJm(t) + 1

m

)
φ̂(q(t)), for a.a.t ∈ [0, T ],

x(T ) = Mx(0), ẋ(T ) = Nẋ(0).

}

According to (19) and (20), for allt ∈ [0, T ],

xm(t) = A1(t)
∫ T

0

U12(T, τ)ϕm(τ) dτ + A2(t)
∫ T

0

U22(T, τ)ϕm(τ) dτ +
∫ t

0

U12(t, τ)ϕm(τ) dτ,

and

ẋm(t) = A3(t)
∫ T

0

U12(T, τ)ϕm(τ) dτ + A4(t)
∫ T

0

U22(T, τ)ϕm(τ) dτ +
∫ t

0

U22(t, τ)ϕm(τ) dτ,

whereϕm(t) := −p(t)
(
χJm(t) + 1

m

)
φ̂(qm(t)).

Since

‖ϕm‖L1([0,T ],[0,∞)) ≤ max
x∈B(∂K,ε)

‖φ̂(x)‖ ·
(
‖p‖L1(Jm,[0,∞)) +

‖p‖L1([0,T ],[0,∞))

m

)
,
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we have that, for allt ∈ [0, T ],

‖xm(t)‖ ≤ Z · (4Zk + 1) · max
x∈B(∂K,ε)

‖φ̂(x)‖ ·
(
‖p‖L1(Jm,[0,∞)) +

‖p‖L1([0,T ],[0,∞))

m

)
, (36)

wherek, Z are defined by relations (18), (22).
Let us now considerr > 0 such thatrB ⊂ K. Then, it follows from (36) that we are able to findm0 ∈ N such that,

for all m ∈ N, m ≥ m0, andt ∈ [0, T ], ‖xm‖ ≤ r. Therefore, for allm ∈ N, m ≥ m0, Tm(q, 0) ⊂ Int Q, for all
q ∈ Q, which ensures the validity of condition(iv) in Proposition 4.

ad (v) Let m ∈ N be fixed and let us show that each(Pm) satisfies the transversality condition(v) in Proposition 4.
We reason by a contradiction, and assume the existence ofλ ∈ (0, 1) andq ∈ ∂Q such thatq ∈ Tm(q, λ). According to
the definition of the solution operatorTm, there isf0 ∈ L1([0, T ], E) with f0(t) ∈ F0(t, q(t), q̇(t)), for a.a.t ∈ [0, T ]\J ,
satisfying

q̈(t) + A(t)q̇(t) + B(t)q(t) = λf0(t)− p(t)
(

χJm
(t) +

1
m

)
φ̂(q(t)), fora.a.t ∈ [0, T ] \ J. (37)

Since, moreover,µ(J) = 0, condition (37) is indeed valid for a.a.t ∈ [0, T ].
Sinceq ∈ ∂Q, there existst0 ∈ [0, T ] satisfyingq(t0) ∈ ∂K. If we further assume thatt0 = 0, thenq(T ) = Mq(0) ∈

M∂K = ∂K. With no loss of generality we can then taket0 ∈ (0, T ]. According to condition (H3),‖V̇q(t0)‖ ≥ δ.
Furthermore, sincet 7−→ ‖V̇q(t)‖ is continuous, there ish0 > 0 such thatq(t) ∈ B

(
∂K, min{h, ε

2}
)

and‖V̇q(t)‖ ≥ δ
2 , for

all t ∈ [t0−h0, t0]. SinceJm is open in[0, T ], if, in addition,t0 ∈ Jm, we can takeh0 in such a way that[t0−h0, t0] ⊂ Jm.
Consider now the functiong: [0, T ] → R defined byg(t) = V (q(t)).
According to the regularity conditions imposed onV andq, we have thatg ∈ C1([0, T ],R) andġ(t) = 〈V̇q(t), q̇(t)〉,

for all t ∈ [0, T ]. Since, moreover,V ∈ C2(E,R) and q̇ is absolutely continuous on[0, T ], we obtain that alsȯg is
absolutely continuous, implying thatg̈(t) exists, for a.a.t ∈ [t0 − h0, t0].

Sinceg(t) ≤ 0, for all t ∈ [0, T ] with g(t0) = 0, t0 is a local maximum point. Hence,ġ(t0) ≥ 0 and ġ(t0) = 0,
whenevert0 ∈ (0, T ). Consider now the special case whent0 = T . Sinceq(0) = M−1q(T ), according to the properties
of M , we have thatq(0) ∈ ∂K, and thusġ(0) = 〈V̇q(0), q̇(0)〉 ≤ 0. Note, moreover, thaṫq(T ) = Nq̇(0). Consequently,
we have that〈V̇Mq(0), Nq̇(0)〉 · 〈V̇q(0), q̇(0)〉 = ġ(T ) · ġ(0) ≤ 0 and according to (27) we obtain that

ġ(0) =
〈
V̇q(0), q̇(0)

〉
= ġ(T ) =

〈
V̇q(T ), q̇(T )

〉
= 0.

Let t ∈ [t0 − h0, t0] be such that botḧq(t) andẍ(t) exist. Then

g̈(t) = lim
h→0

ġ(t + h)− ġ(t)
h

= lim
h→0

〈V̇q(t+h), q̇(t + h)〉 − 〈V̇q(t), q̇(t)〉
h

.

According to the regularity ofq, there exist two functionsa(h) and b(h) from [−t, T − t] to E with a(h) → 0 and
b(h) → 0 whenh → 0 such that

q̇(t + h) = q̇(t) + h [q̈(t) + a(h)] , q(t + h) = q(t) + h [q̇(t) + b(h)] .

Consequently,

g̈(t) = lim
h→0

〈V̇q(t+h), q̇(t) + h [q̈(t) + a(h)]〉 − 〈V̇q(t), q̇(t)〉
h

= lim
h→0

〈V̇q(t+h), q̇(t)〉 − 〈V̇q(t), q̇(t)〉
h

+
〈V̇q(t+h), h [a(h)]〉

h
+ 〈V̇q(t+h), q̈(t)〉.

Sinceh 7−→ ‖V̇q(t+h)‖ is continuous, it is bounded, fort ∈ [−t, T − t], and therefore
∣∣∣∣∣
〈V̇q(t+h), h [a(h)]〉

h

∣∣∣∣∣ ≤ ‖V̇q(t+h)‖‖a(h)‖ → 0, h → 0.

Thus, we obtain that

g̈(t) = lim
h→0

〈V̇q(t+h), q̇(t)〉 − 〈V̇q(t), q̇(t)〉
h

+ 〈V̇q(t+h), q̈(t)〉
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= lim
h→0

〈V̇q(t)+h[q̇(t)+b(h)], q̇(t)〉 − 〈V̇q(t), q̇(t)〉
h

+ 〈V̇q(t+h), q̈(t)〉.

According to the regularity condition imposed onV , there existsO(h) ∈ E′ with

‖O(h)‖
h

→ 0 forh → 0

such that

V̇q(t)+h[q̇(t)+b(h)] = V̇q(t) + V̈q(t) (hq̇(t) + hb(h)) + O(h)

implying

〈V̇q(t)+h[q̇(t)+b(h)], q̇(t)〉 − 〈V̇q(t), q̇(t)〉
h

=
〈V̈q(t)(ḣq(t)), q̇(t)〉

h
+
〈V̈q(t)(hb(h)), q̇(t)〉

h
+
〈O(h), q̇(t)〉

h

= 〈V̈q(t)(q̇(t)), q̇(t)〉+ 〈V̈q(t)(b(h)), q̇(t)〉+
〈O(h), q̇(t)〉

h
.

Therefore,

g̈(t) = lim
h→0

〈V̈q(t)(q̇(t)), q̇(t)〉+ 〈V̈q(t)(b(h)), q̇(t)〉+ 〈V̇q(t+h), q̈(t)〉+
〈O(h), q̇(t)〉

h

= 〈V̈q(t)(q̇(t)), q̇(t)〉+ 〈V̇q(t), q̈(t)〉. (38)

Let us now consider the case whent0 ∈ Jm. According to the properties ofg, it is possible to find̂t0 ∈ (t0 − h0, t0)
such thaṫg(t̂0) ≥ 0. Therefore, we obtain that

0 ≥ −ġ(t̂0) = ġ(t0)− ġ(t̂0) =
∫ t0

t̂0

g̈(t) dt.

According to (25) and (38), we have that

0 ≥ −ġ(t̂0) =
∫ t0

t̂0

g̈(t) dt =
∫ t0

t̂0

〈V̈q(t)(q̇(t)), q̇(t)〉+ 〈V̇q(t), q̈(t)〉 dt ≥
∫ t0

t̂0

〈V̇q(t), q̈(t)〉 dt

=
∫ t0

t̂0

〈V̇q(t), λf0(t)−A(t)q̇(t)−B(t)q(t)−
(

1 +
1
m

)
p(t)φ̂(q(t))〉 dt

=
∫ t0

t̂0

〈V̇q(t), λf0(t)−A(t)q̇(t)−B(t)q(t)−
(

1 +
1
m

)
p(t)τ(q(t))‖V̇q(t)‖φ(q(t))〉 dt.

Sinceq(t) ∈ B(∂K, ε
2 ), for all t ∈ [t̂0, t0], τ(q(t)) = 1 and, according to Proposition 3,〈V̇q(t), φ(q(t))〉 = 1. Therefore,

we obtain that

0 ≥ −ġ(t̂0) ≥
∫ t0

t̂0

〈V̇q(t), λf0(t)−A(t)q̇(t)−B(t)q(t)−
(

1 +
1
m

)
p(t)τ(q(t))‖V̇q(t)‖φ(q(t))〉 dt

=
∫ t0

t̂0

(
〈V̇q(t), λf0(t)−A(t)q̇(t)−B(t)q(t)〉 −

(
1 +

1
m

)
p(t)‖V̇q(t)‖

)
dt

≥
∫ t0

t̂0

‖V̇q(t)‖
(

κ(t)−
(

1 +
1
m

)
p(t)

)
dt,

where

κ(t) := −νK(t)− ‖A(t)‖Z(4Zk + 1)‖νK‖L1([0,T ],[0,∞)) − ‖B(t)‖
(
‖∂K‖+

ε

2

)
.

According to the definition ofp, we have that the last integral is strictly positive, so we get the contradictory conclusion
0 ≥ −ġ(t̂0) > 0. It implies thatt0 6∈ Jm.
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Therefore, let us study the case whent0 ∈ [0, T ]\Jm. If we are able to get a contradiction also whent0 ∈ [0, T ]\Jm,
thenq ∈ Tm(λ, q) with q ∈ ∂Q is not possible, and so problem(Pm) satisfies the required tranversality condition.

Let w0 ∈ F (t0, q(t0), q̇(t0)). According to Proposition 3, and sincet0 6∈ Jm, we have that

〈V̇q(t0), λw0 −A(t0)q̇(t0)−B(t0)q(t0)− p(t0)(χJm
(t0) +

1
m

)φ̂(q(t0))〉

= 〈V̇q(t0), λw0 −A(t0)q̇(t0)−B(t0)q(t0)− p(t0)
m

φ̂(q(t0))〉

= 〈V̇q(t0), λw0 −A(t0)q̇(t0)−B(t0)q(t0)〉 − p(t0)
m

‖V̇q(t0)‖.

Therefore, as a consequence of (26), the negativity ofp and condition(H3), we have that
〈

V̇q(t0), λw0 −A(t0)q̇(t0)−B(t0)q(t0)− p(t0)
m

φ̂(q(t0))
〉
≥ − p(t0)

m
‖V̇q(t0)‖ ≥ −δp(t0)

m
> 0,

for all w0 ∈ F (t0, q(t0), q̇(t0)). The multivalued mapF is compact-valued and the mapV̇q(t0): E → R is continuous.
Thus, we can findσ > 0 such that
〈

V̇q(t0), λw0 −A(t0)q̇(t0)−B(t0)q(t0)− p(t0)
m

φ̂(q(t0))
〉
≥ 2σ,

for all w0 ∈ F (t0, q(t0), q̇(t0)).
In [0, T ] \ Jm, the multivalued map

t ( λF0(t, q(t), q̇(t))−A(t)q̇(t)−B(t)q(t)− p(t)
m

φ̂(q(t))

is u.s.c. and, therefore,Φ: [0, T ] \ Jm ( R defined by

t (
{
〈V̇q(t), λw −A(t)q̇(t)−B(t)q(t)− p(t)

m
φ̂(q(t))〉, : w ∈ F0(t, q(t), q̇(t))

}

is u.s.c. Thus, we can find̃h0 ≤ h0 such thatΦ(t) ∈ [σ, +∞), for all t ∈ [t0 − h̃0, t0] \ Jm.
Sinceg(t0 − h̃0) ≤ 0, also in[t0 − h̃0, t0], we can find̃t0 with ġ(t̃0) ≥ 0. Now, we reason as before and get

0 ≥ −ġ(t̃0) = ġ(t0)− ġ(t̃0) =
∫ t0

t̃0

g̈(t) dt

=
∫ t0

t̃0

〈V̈q(t)(q̇(t)), q̇(t)〉 dt +
∫ t0

t̃0

〈V̇q(t), q̈(t)〉 dt ≥
∫ t0

t̂0

〈V̇q(t), q̈(t)〉 dt

=
∫ t0

t̃0

〈V̇q(t), λf0(t)−A(t)q̇(t)−B(t)q(t)− p(t)(χJm(t) +
1
m

)φ̂(q(t))〉 dt

=
∫

[t̃0,t0]\Jm

〈V̇q(t), λf0(t)−A(t)q̇(t)−B(t)q(t)− p(t)
m

φ̂(q(t))〉 dt

+
∫

[t̃0,t0]∩Jm

〈V̇q(t), λf0(t)−A(t)q̇(t)−B(t)q(t)− p(t)(1 +
1
m

)φ̂(q(t))〉 dt.

Since the multivalued mapΦ(t) is u.s.c. and sincet0 6∈ Jm, we have that
∫

[t̃0,t0]\Jm

〈
V̇q(t), λf0(t)−A(t)q̇(t)−B(t)q(t)− p(t)

m
φ̂(q(t))

〉
dt ≥ σ

∫

[t̃0,t0]\Jm

> 0.

Otherwise, from the definition ofp and by a similar reasoning as before, we obtain that
∫

[t̃0,t0]∩Jm

〈
V̇q(t), λf0(t)−A(t)q̇(t)−B(t)q(t)− p(t)

(
1 +

1
m

)
φ̂(q(t))

〉
dt
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=
∫

[t̃0,t0]∩Jm

〈
V̇q(t), λf0(t)−A(t)q̇(t)−B(t)q(t)− p(t)

(
1 +

1
m

)
‖V̇q(t)‖φ(q(t))

〉
dt

=
∫

[t̃0,t0]∩Jm

(〈
V̇q(t), λf0(t)−A(t)q̇(t)−B(t)q(t)

〉
− p(t)

(
1 +

1
m

)
‖V̇q(t)‖

)
dt

≥
∫

[t̃0,t0]∩Jm

‖V̇q(t)‖
(−νK(t)− ‖A(t)‖Z(4Zk + 1)‖νK‖L1([0,T ],[0,∞))

)
dt

−
∫

[t̃0,t0]∩Jm

‖V̇q(t)‖
(
‖B(t)‖

(
‖∂K‖+

ε

2

)
+

(
1 +

1
m

)
p(t) dt

)
> 0

In the case whent0 ∈ [0, T ] \ Jm, we obtain the contradictory conclusion0 ≥ −ġ(t̃0) > 0 as well, and the tranversality
condition(v) in Proposition 4 is so verified.

Summing up, we have proved that there existsm0 ∈ N such that every problem(Pm), wherem ≥ m0, satisfies all
the assumptions of Proposition 4. This implies that every such(Pm) admits a solution, denoted byxm, with xm(t) ∈ K,
for all t ∈ [0, T ]. Consequently, there exists a sequence{km}m in L1([0, T ], E) satisfying

ẍm(t) + A(t)ẋm(t) + B(t)xm(t) = km(t)− p(t)
(

χJm(t) +
1
m

)
φ̂(xm(t)) (39)

and alsokm(t) ∈ F (t, xm(t), ẋm(t)), for a.a.t ∈ [0, T ] and everym ≥ m0. Moreover, according to(2ii), we obtain
that ‖km(t)‖ ≤ νK(t), for a.a.t ∈ [0, T ] and everym ≥ m0. Therefore, reasoning as inad (iii1), we have that
‖ẋm(t)‖ ≤ Z(4Zk + 1)Ĉ with Ĉ defined by (32). We can then apply(2ii) and get

γ ({km(t)}m) ≤ g(t) [γ ({xm(t)}m) + γ ({ẋm(t)}m)] , fora.a.t ∈ [0, T ]. (40)

Let us putŜ := γ ({xm(t)}m) + γ ({ẋm(t)}m) and let{fm} ⊂ L1([0, T ], E) be defined byfm(t) := km(t) −
p(t)

(
χJm(t) + 1

m

)
φ̂(xm(t)), for a.a.t ∈ [0, T ]. Whent 6∈ J , there ism̂ = m̂(t) ≥ m0 such thatt 6∈ Jm, for all

m ≥ m̂. If we further apply the subadditivity of the Hausdorff m.n.c., we obtain

γ ({fm(t)}m) ≤ γ ({km(t)}m) + γ

(
{−p(t)

(
χJm(t) +

1
m

)
φ̂(xm(t))}m

)

≤ γ ({km(t)}m) + γ

(
{−p(t)

(
χJm(t) +

1
m

)
φ̂(xm(t)), m = m0, . . . , m̂(t)− 1}m

)

+ γ

(
{−p(t)

m
φ̂(xm(t)), m ≥ m̂(t)}m

)
= γ ({km(t)}m) + γ

(
{−p(t)

m
φ̂(xm(t)), m ≥ m̂(t)}m

)
.

Sinceφ̂ is bounded, we obtain that

p(t)
m

φ̂(xm(t)) → 0, m →∞

implying thatγ ({fm(t)}m) ≤ γ ({km(t)}m), for a.a.t ∈ [0, T ]. According to (40), we have thatγ ({fm(t)}m) ≤ Ŝg(t),
for a.a.t ∈ [0, T ]. Reasoning as inad(iii1), it is also possible to show that

γ ({xm(t)}m) ≤ Z(4Zk + 1)Ŝ‖g‖L1([0,T ],[0,∞)),

and the same estimate is valid forγ ({ẋm(t)}m). Consequently, according(2iii), we obtain that

Ŝ = γ ({xm(t)}m) + γ ({ẋm(t)}m) ≤ 2Z(4Zk + 1)Ŝ‖g‖L1([0,T ],[0,∞)) < Ŝ,

implying that Ŝ = 0. Hence,γ ({xm(t)}m) = γ ({ẋm(t)}m) = 0, for everyt 6∈ J . Thus, alsoγ ({fm(t)}m) = 0.
According to (39), we then obtain thatγ ({ẍm(t)}m) = 0, for a.a.t ∈ [0, T ]. Therefore, a classical convergence result
(see e.g. [1, Lemma III.1.30])) assures the existence of a subsequence, denoted as the sequence, and of a functionx ∈
AC1([0, T ], E) such thatxm → x and ẋm → ẋ in C([0, T ], E) and alsoẍm ⇀ x in L1([0, T ], E), whenm → ∞.
Finally, a classical closure result (see e.g. [11, Lemma 5.1.1]) guarantees thatx is a solution of (1) satisfyingx(t) ∈ K,
for all t ∈ [0, T ], and the proof is so complete.
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4. Concluding remarks

Observe that in a Hilbert spaceE, for V (x) := 1
2

(‖x‖2 − r
)
, we have that (cf. [3], [13])∂V (x) = {V̇ (x)} = x, i.e. we

obtain thatV̈ (x) ≡ Id. In particularV ∈ C2(E,R), as required in Theorem 1. On the other hand, if‖ · ‖2 (i.e. alsoV (·))
is twice Fŕechet differentiable at0 in a Banach space(E, ‖ · ‖), thenE is isomorphic to a Hilbert space (see e.g. [9, p.
180]).

As pointed out in [3], problems of type (1) can be related to those forabstract nonlinear wave equationsin Hilbert
spacesE := L2(Ω). Hence, fort ∈ [0, T ] andξ ∈ Ω, whereΩ is a nonempty, bounded domain inRn with a Lipschitz
boundary∂Ω, consider the functional evolution equation

∂2u

∂t2
+ a

∂u

∂t
+ bu(t, ·) + B‖u(t, ·)‖p−2u = ϕ(t, u), (41)

whereu = u(t, ξ), subject to boundary conditions

u(T, ·) = Mu(0, ·), ∂u(T, ·)
∂t

= N
∂u(0, ·)

∂t
. (42)

Assume thata ≥ 0, b < 0,B ≥ 0, p ∈ [3,∞) are constants and thatϕ: [0, T ]×R→ R is sufficiently regular. The problem
under consideration can be still restricted by a constraintu(t, ·) ∈ K1, where

K1 := {e ∈ L2(Ω) | ‖e‖ < 1}, t ∈ [0, T ].

Takingx(t) := u(t, ·) with x ∈ AC1([0, T ], L2(Ω)), A(t) ≡ A := a, B(t) ≡ B := b, f : [0, T ] × L2(Ω) → L2(Ω)
defined by(t, v) → ϕ(t, v(·)), andF (t, x, y) ≡ F (t, x) := −B‖x‖p−2x + f(t, x), the above problem can be rewritten
into the form (1), possibly together withx(t) ∈ K1, t ∈ [0, T ].

In view of the above arguments, all illustrative examples in [3], related toV (x) := 1
2‖x‖2−R acting in Hilbert spaces,

can be improved by means of Theorem 1 in the sense that all relations holding for(t, x) ∈ (0, T )×K1 ∩B(∂K1, ε) can
be strictly localized to(0, T ) × ∂K1. More concretely, problem (41), (42), whereM = N = Id or M = N = −Id
together withϕ(t,−u) ≡ −ϕ(t, u), admits in this way a (strong) solutionx(t) := u(t, ·) such thatx(t) ∈ K1, t ∈ [0, T ],
provided (for more details, see [3])

(i) a ≥ 0, b < 0, 0 ≤ B < 1
p−1 , wherep ∈ [3,∞),

(ii) ϕ is Carath́eodory (resp. continuous) and such that

|ϕ(t, ξ)| ≤ c0(t)√
|Ω|+ 1

+
c1(t)√
|Ω|+ 1

|ξ|2m, t ∈ [0, T ], ξ ∈ Ω,

wherec0, c1 are suitable integrable coefficients
(⇒ f is Carath́eodory and such that‖f(t, x)‖ ≤ c0(t) + c1(t)‖x‖m, for all x ∈ L2(Ω)),
(iii) ϕ(t, ξ) is Lipschitzian inξ with a constantL (independent oft) such that (k will be specified below)

4eT (1+a−b)
(
4keT (1+a−b) + 1

)
LT < 1 (43)

(⇒ f satisfies theγ−regularity condition, namelyγ
(
f(t, Ω̃)

)
≤ Lγ(Ω̃), for a.a.t ∈ [0, T ] and each bounded̃Ω ⊂ E,

with g(t) := L satisfying the inequality

4eT (1+a−b)
(
4keT (1+a−b) + 1

)
‖g‖L1([0,T ],[0,∞)) < 1),

(iv) condition

(d− B)‖x‖2 + 〈x, f(t, x)〉 ≥ 0,

holds on the set[0, T ]× ∂K1, whered ≥ 0 is a suitable constant such thata2 ≤ −4b(b + d).
It would be nice to express condition(iv), as conditions(i)–(iii), for functionϕ. For instance, the related equality√∫
Ω

x2(ξ) dξ = r would then, however, lead to the inequality

zϕ(t, z) ≥ (B − d)z2

required, for all(t, z) ∈ [0, T ]× R. In this way, the information concerning the localization of solutions would be lost.
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The most technical requirement (in nontrivial situations) is so the inequality (43) in condition(iii). Nevertheless, the
quotient in (43)

k := ‖[D̃ − U(T, 0)]−1‖ = ‖[±Id− eCT ]−1‖E×E

can be calculated as

k = k−1
0

∣∣∣∣∣

∣∣∣∣∣
±1 + λ1eλ1T−λ2eλ2T

λ2−λ1
, eλ2T−eλ1T

λ2−λ1
λ1λ2(eλ1T−eλ2T )

λ2−λ1
, ±1 + λ1eλ2T−λ2eλ1T

λ2−λ1

∣∣∣∣∣

∣∣∣∣∣
R2×R2

,

where

k−1
0 =

[
1∓ (eλ1T + eλ2T ) + eλ1T+λ2T

]−1
, λ1 =

−a−√a2 − 4b

2
, λ2 =

−a +
√

a2 − 4b

2
.

For instance, fora = 0, b = −1, we getk ≤ 1+eT

2+eT +e−T < 1; condition (43) can be then satisfied, when e.g.
L ≤ 1

T (16e4T +4e2T )
.

After all, since the usage of bounding functionV (x) := 1
2‖x‖2 −R is the most standard one, the illustrative example

demonstrates that, in view of the above arguments, the practical application of Theorem 1 reduces to separable Hilbert
spaces.
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University in Olomouc, Czech Re-
public. He is there a chairman of
Department of Mathematical Anal-
ysis and Applications of Mathe-
matics. He was also a Visiting Pro-
fessor at two American and many
European Universities; in the last
years, especially at University of

Paris 1 – Sorbonne and University of Roma 1 – La Sapienza.
He received the highest scientific degrees in Czech Re-
public (DSc.) and in Poland (dr hab.). He is a member of
15 editorial boards of international scientific journals. He
is also a coautor (jointly with Lech Ǵorniewicz) of a re-
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Abstract
The existence and localization result is obtained for a multivalued Dirichlet problem in
a Banach space. The upper-Carathéodory and Marchaud right-hand sides are treated
separately because in the latter case, the transversality conditions derived by means
of bounding functions can be strictly localized on the boundaries of bound sets.
MSC: 34A60; 34B15; 47H04

Keywords: Dirichlet problem; bounding functions; solutions in a given set;
condensing multivalued operators

1 Introduction
The Dirichlet problem and its special case with homogeneous boundary conditions, usu-
ally called the Picard problem, belong to the most frequently studied boundary value prob-
lems. A lot of results concerning the standard problem for scalar second-order ordinary
differential equations were generalized in various directions.

In Euclidean spaces, besides many extensions to vector equations, vector inclusions were
under consideration, e.g., in [–]. In abstract spaces, usually in Banach and Hilbert spaces,
equations, e.g., in [–] and inclusions, e.g., in [, , ] were treated.

Sadovskii’s or Darbo’s fixed point theorems, jointly with the usage of a measure of non-
compactness, were applied in [, , , ]. Kakutani’s or Ky Fan’s fixed point theorems
were applied with the upper and lower solutions technique in [] and with a measure of
noncompactness in []. On the other hand, continuation principles were employed in
[, , ].

The main aim of our present paper is an extension of the finite-dimensional results in
[, ] into infinite-dimensional ones. We were also stimulated by the work of Jean Mawhin
in [], where degree arguments were applied to the Dirichlet problem in a Hilbert space
probably for the first time, and in [], where a bound sets approach was systematically
developed. Hence, besides these two approaches, our extension consists in the considera-
tion of differential inclusions in rather general Banach spaces and the usage of a measure of
noncompactness. Similar results were already obtained in an analogous way by ourselves
for Floquet problems in [–].

Besides the existence, the localization of solutions will be obtained in our main theo-
rems (see Theorem . and Theorem .). Unlike in [], where the solutions belong to
a positively invariant set, in our paper, some trajectories can escape from the prescribed
set of candidate solutions. Moreover, the associated bound set need not be compact as in

© 2013 Andres et al.; licensee Springer. This is an Open Access article distributed under the terms of the Creative Commons At-
tribution License (http://creativecommons.org/licenses/by/2.0), which permits unrestricted use, distribution, and reproduction in
any medium, provided the original work is properly cited.
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[]. Similarly, the main difference between our results and those in [, ] consists in the
application of a continuation principle jointly with a bound sets approach, which allows us
to check fixed point free boundaries of given bound sets. This, in particular, means that,
unlike in [, ], some trajectories can again escape from the prescribed set of candidate
solutions in a transversal way.

Let E be a Banach space (with the norm ‖ · ‖) satisfying the Radon-Nikodym property
(e.g., reflexivity) and let us consider the Dirichlet boundary value problem (b.v.p.)

ẍ(t) ∈ F(t, x(t), ẋ(t)) for a.a. t ∈ [, T],

x() = x(T) = ,

}
()

where F : [, T]×E ×E � E is an upper-Carathéodory mapping or a globally upper semi-
continuous mapping with compact, convex values (for the related definitions, see Sec-
tion ).

The main purpose of the present paper is to prove the existence of a Carathéodory so-
lution x ∈ AC([, T], E) to problem () in a given set Q. This will be achieved by means
of a suitable continuation principle. The crucial condition of the continuation principle
described in Section  consists in guaranteeing the fixed point free boundary of Q w.r.t.
an admissible homotopical bridge starting from () (see condition (v) in Proposition .
below). This requirement will be verified by means of Lyapunov-like bounding functions,
i.e., via a bound sets technique. That is also why the whole Section  is devoted to this
technique applied to Dirichlet problem (). We will distinguish two cases, namely when F
is an upper-Carathéodory mapping and when F is globally upper semicontinuous (i.e., a
Marchaud mapping). Unlike in the first case, the second one allows us to apply bounding
functions which can be strictly localized at the boundaries of given bound sets.

2 Preliminaries
Let E be a Banach space having the Radon-Nikodym property (see, e.g., [, pp.-]),
i.e., if for every finite measure space (M,�,μ) and every vector measure m : � → E of
bounded variation, which is absolutely continuous w.r.t. μ, we can find a Bochner inte-
grable function f : M→ E such that

m(C) =
∫

C
f (ν) dμ

for each C ∈ �. Let [, T] ⊂ R be a closed interval. By the symbol L([, T], E), we will
mean the set of all Bochner integrable functions x : [, T] → E. For the definition and
properties, see, e.g., [, pp.-].

The symbol AC([, T], E) will denote the set of functions x : [, T] → E whose first
derivative ẋ(·) is absolutely continuous. Then ẍ ∈ L([, T], E) and the fundamental the-
orem of calculus (the Newton-Leibniz formula) holds (see, e.g., [, pp.-], [,
pp.-]). In the sequel, we will always consider AC([, T], E) as a subspace of the
Banach space C([, T], E).

Given C ⊂ E and ε > , the symbol B(C, ε) will denote, as usually, the set C + εB, where
B is the open unit ball in E, i.e., B = {x ∈ E | ‖x‖ < }.

We will also need the following definitions and notions from multivalued analysis. Let
X, Y be two metric spaces. We say that F is a multivalued mapping from X to Y (written

http://www.boundaryvalueproblems.com/content/2013/1/25
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F : X � Y ) if for every x ∈ X, a nonempty subset F(x) of Y is given. We associate with F
its graph �F , the subset of X × Y , defined by

�F :=
{

(x, y) ∈ X × Y | y ∈ F(x)
}

.

A multivalued mapping F : X � Y is called upper semicontinuous (shortly, u.s.c.) if for
each open subset U ⊂ Y , the set {x ∈ X | F(x) ⊂ U} is open in X.

A multivalued mapping F : X � Y is called compact if the set F(X) =
⋃

x∈X F(x) is con-
tained in a compact subset of Y ; it is called quasi-compact if it maps compact sets onto
relatively compact sets; and completely continuous if it maps bounded sets onto relatively
compact sets.

We say that a multivalued mapping F : [, T] � Y with closed values is a step multi-
valued mapping if there exists a finite family of disjoint measurable subsets Ik , k = , . . . , n
such that [, T] =

⋃
Ik and F is constant on every Ik . A multivalued mapping F : [, T] � Y

with closed values is called strongly measurable if there exists a sequence of step multi-
valued mappings {Fn} such that dH (Fn(t), F(t)) →  as n → ∞ for a.a. t ∈ [, T], where dH

stands for the Hausdorff distance.
It is well known that if Y is a Banach space, then a strongly measurable mapping

F : [, T] � Y with compact values possesses a single-valued strongly measurable selec-
tion (see, e.g., [, ]).

A multivalued mapping F : [, T] × X � Y is called an upper-Carathéodory mapping if
the map F(·, x) : [, T] � Y is strongly measurable for all x ∈ X, the map F(t, ·) : X � Y
is u.s.c. for almost all t ∈ [, T] and the set F(t, x) is compact and convex for all (t, x) ∈
[, T] × X.

Let us note that if X, Y are Banach spaces, then an upper-Carathéodory mapping
F : [, T] × X � Y is weakly superpositionally measurable, i.e., that for each continuous
g : [, T] → X, the composition F(·, g(·)) : [, T] � Y possesses a single-valued measur-
able selection (see, e.g., [, ]).

A multivalued mapping F : [, T] × X × X � Y is called Lipschitzian in (x, y) ∈ X × X if
there exists a constant L >  such that

dH
(
F(t, x, y), F(t, x, y)

) ≤ L
(‖x – x‖ + ‖y – y‖

)
for a.a. t ∈ [, T] and for all x, x, y, y ∈ X.

For more details concerning multivalued analysis, see, e.g., [, , , ].
In the sequel, the measure of noncompactness will also be employed.

Definition . Let N be a partially ordered set, E be a Banach space and let P(E) denote
the family of all nonempty subsets of E. A function β : P(E) → N is called a measure of
noncompactness (m.n.c.) in E if β(co�) = β(�) for all � ∈ P(E), where co� denotes the
closed convex hull of �.

An m.n.c. β is called:
(i) monotone if β(�) ≤ β(�) for all � ⊂ � ⊂ E,

(ii) nonsingular if β({x} ∪ �) = β(�) for all x ∈ E and � ⊂ E,
(iii) invariant with respect to the union with compact sets if β(K ∪ �) = β(�) for every

relatively compact K ⊂ E and every � ⊂ E,

http://www.boundaryvalueproblems.com/content/2013/1/25
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(iv) regular when β(�) =  if and only if � is relatively compact,
(v) algebraically semi-additive if β(� + �) ≤ β(�) + β(�) for all �,� ⊂ E.

Definition . An m.n.c. β with values in a cone of a Banach space has the semi-
homogeneity property if β(t�) = |t|β(�) for all t ∈R and all � ⊂ E.

It is obvious that an m.n.c. which is invariant with respect to the union with compact
sets is also nonsingular.

The typical example of an m.n.c. is the Hausdorff measure of noncompactness γ defined,
for all � ⊂ E, by

γ (�) := inf

{
ε > 

∣∣∣ ∃x, . . . , xn ∈ E : � ⊂
n⋃

i=

B
({xi}, ε

)}
.

The Hausdorff measure of noncompactness is monotone, nonsingular, algebraically semi-
additive and has the semi-homogeneity property.

Let {fn} ⊂ L([, T], E) be such that ‖fn(t)‖ ≤ α(t), γ ({fn(t)}) ≤ c(t) for a.a. t ∈ [, T], all
n ∈N and suitable α, c ∈ L([, T],R), then (cf. [])

γ

({∫ T


fn(t) dt

})
≤ 

∫ T


c(t) dt for a.a. t ∈ [, T]. ()

Moreover, for all subsets � of E (see, e.g., []),

γ

( ⋃
λ∈[,]

λ�

)
≤ γ (�). ()

Let us now introduce the function

μ(�) := max
{wn}n⊂�

(
sup

t∈[,T]

[
γ
({

wn(t)
}

n

)
+ γ

({
ẇn(t)

}
n

)]
,

modC
({wn}n

)
+ modC

({ẇn}n
))

, ()

defined on the bounded set � ⊂ C([, T], E), where the ordering is induced by the pos-
itive cone in R

 and where modC(�) denotes the modulus of continuity of a subset
� ⊂ C([, T], E).a Such a μ is an m.n.c. in C([, T], E), as shown in the following lemma
(proven in []), where the properties of μ will be also discussed.

Lemma . The function μ given by () defines an m.n.c. in C([, T], E); such an m.n.c. μ
is monotone, invariant with respect to the union with compact sets and regular.

The m.n.c. μ defined by () will be used in order to solve problem () (cf. Theorem .).

Definition . Let E be a Banach space and X ⊂ E. A multivalued mapping F : X � E
with compact values is called condensing with respect to an m.n.c. β (shortly, β-condensing)
if for every � ⊂ X such that β(F(�)) ≥ β(�), it holds that � is relatively compact.

A family of mappings G : X × [, ] � E with compact values is called β-condensing if
for every � ⊂ X such that β(G(� × [, ])) ≥ β(�), it holds that � is relatively compact.

http://www.boundaryvalueproblems.com/content/2013/1/25
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The following convergence result will be also employed.

Lemma . (cf. [, Lemma III..]) Let E be a Banach space and assume that the se-
quence of absolutely continuous functions xk : [, T] → E satisfies the following conditions:

(i) the set {xk(t)|k ∈N} is relatively compact for every t ∈ [, T],
(ii) there exists α ∈ L([, T], [,∞)) such that ‖ẋk(t)‖ ≤ α(t) for a.a. t ∈ [, T] and for

all k ∈N,
(iii) the set {ẋk(t)|k ∈N} is weakly relatively compact for a.a. t ∈ [, T].

Then there exists a subsequence of {xk} (for the sake of simplicity denoted in the same way as
the sequence) converging to an absolutely continuous function x : [, T] → E in the following
way:

. {xk} converges uniformly to x in C([, T], E),
. {ẋk} converges weakly in L([, T], E) to ẋ.

The following lemma is well known when the Banach spaces E and E coincide (see,
e.g., [, p.]). The present slight modification for E �= E was proved in [].

Lemma . Let [, T] ⊂ R be a compact interval, let E, E be Banach spaces and let
F : [, T] × E � E be a multivalued mapping satisfying the following conditions:

(i) F(·, x) has a strongly measurable selection for every x ∈ E,
(ii) F(t, ·) is u.s.c. for a.a. t ∈ [, T],

(iii) the set F(t, x) is compact and convex for all (t, x) ∈ [, T] × E.
Assume in addition that for every nonempty, bounded set � ⊂ E, there exists ν = ν(�) ∈
L([, T], (,∞)) such that

∥∥F(t, x)
∥∥ ≤ ν(t)

for a.a. t ∈ [, T] and every x ∈ �. Let us define the Nemytskiǐ operator NF : C([, T], E) �
L([, T], E) in the following way: NF (x) := {f ∈ L([, T], E) | f (t) ∈ F(t, x(t)), a.e. on
[, T]} for every x ∈ C([, T], E). Then, if sequences {xk} ⊂ C([, T], E) and {fk} ⊂
L([, T], E), fk ∈ NF (xk), k ∈N, are such that xk → x in C([, T], E) and fk → f weakly in
L([, T], E), then f ∈ NF (x).

3 Continuation principle
The proof of the main result (cf. Theorem . below) will be based on the combination
of a bound sets technique together with the following continuation principle developed
in [].

Proposition . Let us consider the general multivalued b.v.p.

ẍ(t) ∈ ϕ(t, x(t), ẋ(t)) for a.a. t ∈ [, T],

x ∈ S,

}
()

where ϕ : [, T] × E × E � E is an upper-Carathéodory mapping and S ⊂ AC([, T], E).
Let H : [, T] × E × E × E × E × [, ] � E be an upper-Carathéodory mapping such that

H(t, c, d, c, d, ) ⊂ ϕ(t, c, d) ()

http://www.boundaryvalueproblems.com/content/2013/1/25
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for all (t, c, d) ∈ [, T] × E × E. Moreover, assume that the following conditions hold:
(i) There exist a closed set S ⊂ S and a closed, convex set Q ⊂ C([, T], E) with a

nonempty interior Int Q such that each associated problem

ẍ(t) ∈ H(t, x(t), ẋ(t), q(t), q̇(t),λ), for a.a. t ∈ [, T],

x ∈ S,

}
P(q,λ)

where q ∈ Q and λ ∈ [, ], has a nonempty, convex set of solutions (denoted by
T(q,λ)).

(ii) For every nonempty, bounded set � ⊂ E × E, there exists ν� ∈ L([, T], [,∞)) such
that

∥∥H
(
t, x, y, q(t), q̇(t),λ

)∥∥ ≤ ν�(t)

for a.a. t ∈ [, T] and all (x, y) ∈ �, q ∈ Q and λ ∈ [, ].
(iii) The solution mapping T is quasi-compact and μ-condensing with respect to a

monotone and nonsingular m.n.c. μ defined on C([, T], E).
(iv) For each q ∈ Q, the set of solutions of the problem P(q, ) is a subset of Int Q, i.e.,

T(q, ) ⊂ Int Q for all q ∈ Q.
(v) For each λ ∈ (, ), the solution mapping T(·,λ) has no fixed points on the boundary

∂Q of Q.
Then the b.v.p. () has a solution in Q.

The proof of the continuation principle is based on the fact that the family P(q,λ) of
problems depending on two parameters q ∈ Q and λ ∈ [, ] is associated to the original
b.v.p. (). This family is defined in such a way that if T : Q × [, ] � AC([, T], E) is its
corresponding solution mapping, then all fixed points of the map T(·, ) are solutions of
() (see condition ()).

4 Bound sets technique
The continuation principle formulated in Proposition . requires, in particular, the exis-
tence of a suitable set Q ⊂ AC([, T], E) of candidate solutions. The set Q should satisfy
the transversality condition (v), i.e., it should have a fixed-point free boundary with respect
to the solution mapping T. Since the direct verification of the transversality condition is
usually a difficult task, we will devote this section to a bound sets technique which can
be used for guaranteeing such a condition. For this purpose, we will define the set Q as
Q := C([, T], K), where K is nonempty and open in E and K denotes its closure.

Hence, let us consider the Dirichlet boundary value problem () and let V : E → R be a
C-function satisfying

(H) V |∂K = ,
(H) V (x) ≤  for all x ∈ K .

Definition . A nonempty open set K ⊂ E is called a bound set for the b.v.p. () if every
solution x of () such that x(t) ∈ K for each t ∈ [, T] does not satisfy x(t*) ∈ ∂K for any
t* ∈ [, T].

http://www.boundaryvalueproblems.com/content/2013/1/25


Andres et al. Boundary Value Problems 2013, 2013:25 Page 7 of 21
http://www.boundaryvalueproblems.com/content/2013/1/25

Let E′ be the Banach space dual to E and let us denote by 〈·, ·〉 the pairing (the duality
relation) between E and E′, i.e., for all 
 ∈ E′ and x ∈ E, we put 
(x) := 〈
, x〉. The proof
of the following proposition is quite analogous to the finite-dimensional case considered
in []. Nevertheless, for the sake of completeness, we present it here, too.

Proposition . Let K ⊂ E be an open set such that  ∈ K and F : [, T] × E × E � E be
an upper-Carathéodory mapping. Assume that the function V ∈ C(E,R) has a locally Lip-
schitzian Fréchet derivative V̇x and satisfies conditions (H) and (H). Suppose, moreover,
that there exists ε >  such that, for all x ∈ K ∩ B(∂K , ε), t ∈ (, T) and y ∈ E, at least one
of the following conditions:

lim sup
h→–

〈V̇x+hy – V̇x, y〉
h

+ 〈V̇x, w〉 > , ()

lim sup
h→+

〈V̇x+hy – V̇x, y〉
h

+ 〈V̇x, w〉 >  ()

holds for all w ∈ F(t, x, y). Then K is a bound set for the Dirichlet problem ().

Proof Let x : [, T] → K be a solution of problem (). We assume, by a contradiction, that
there exists t* ∈ [, T] such that x(t*) ∈ ∂K . The point t* must lie in (, T) according to the
Dirichlet boundary conditions and the fact that  ∈ K .

Since V̇x is locally Lipschitzian, there exist a neighborhood U of x(t*) and a constant L > 
such that V̇ |U is Lipschitzian with a constant L. Let δ >  be such that x(t) ∈ U ∩ B(∂K , ε)
for each t ∈ [t* – δ, t* + δ].

In order to get the desired contradiction, let us define the function g : [, T] → R as
the composition g(t) := (V ◦ x)(t). According to the regularity properties of x and V , g ∈
C([, T],R). Since g(t*) =  and g(t) ≤  for all t ∈ [, T], t* is a local maximum point for g .
Therefore, ġ(t*) = . Moreover, there exist points t** ∈ (t* – δ, t*), t*** ∈ (t*, t* + δ) such that
ġ(t**) ≥  and ġ(t***) ≤ .

Since ġ(t) = 〈V̇x(t), ẋ(t)〉, where V̇x(t) is locally Lipschitzian and ẋ(t) is absolutely contin-
uous on [t* – δ, t*], g̈(t) exists for a.a. t ∈ [t* – δ, t* + δ]. Consequently,

 ≥ –ġ
(
t**) = ġ

(
t*) – ġ

(
t**) =

∫ t*

t**
g̈(s) ds ()

and

 ≥ ġ
(
t***) = ġ

(
t***) – ġ

(
t*) =

∫ t***

t*
g̈(s) ds. ()

At first, let us assume that condition () holds and let t ∈ (t**, t*) be such that g̈(t) and
ẍ(t) exist. Then

lim
h→

ẋ(t + h) – ẋ(t)
h

= ẍ(t),

and so there exists a function a(h), a(h) →  as h → , such that for each h,

ẋ(t + h) = ẋ(t) + h
[
ẍ(t) + a(h)

]
.

http://www.boundaryvalueproblems.com/content/2013/1/25
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Moreover, since x ∈ C([, T], E), there exists a function b(h), b(h) →  as h → , such that
for each h,

x(t + h) = x(t) + h
[
ẋ(t) + b(h)

]
.

Consequently, we obtain

g̈(t) = lim
h→

ġ(t + h) – ġ(t)
h

= lim sup
h→–

ġ(t + h) – ġ(t)
h

= lim sup
h→–

〈V̇x(t+h), ẋ(t + h)〉 – 〈V̇x(t), ẋ(t)〉
h

= lim sup
h→–

〈V̇x(t)+h[ẋ(t)+b(h)], ẋ(t) + h[ẍ(t) + a(h)]〉 – 〈V̇x(t), ẋ(t)〉
h

≥ lim sup
h→–

〈V̇x(t)+hẋ(t), ẋ(t) + h[ẍ(t) + a(h)]〉 – 〈V̇x(t), ẋ(t)〉
h

– L · ∣∣b(h)
∣∣ · ∥∥ẋ(t) + h

[
ẍ(t) + a(h)

]∥∥
= lim sup

h→–

〈V̇x(t)+hẋ(t), ẋ(t) + hẍ(t)〉 – 〈V̇x(t), ẋ(t)〉
h

– L · ∣∣b(h)
∣∣ · ∥∥ẋ(t) + h

[
ẍ(t) + a(h)

]∥∥ +
〈
V̇x(t)+hẋ(t), a(h)

〉
.

Since 〈V̇x(t)+hẋ(t), a(h)〉 – L · |b(h)| · ‖ẋ(t) + h[ẍ(t) + a(h)]‖ →  as h → ,

g̈(t) ≥ lim sup
h→–

〈V̇x(t)+hẋ(t), ẋ(t) + hẍ(t)〉 – 〈V̇x(t), ẋ(t)〉
h

= lim sup
h→–

〈V̇x(t)+hẋ(t) – V̇x(t), ẋ(t)〉
h

+
〈
V̇x(t)+hẋ(t), ẍ(t)

〉
.

Moreover, for every x, w ∈ E and h ∈R, we have that

〈V̇x+hy, w〉 = 〈V̇x, w〉 +
[〈V̇x+hy, w〉 – 〈V̇x, w〉].

According to the Lipschitzianity of V̇ , when |h| is sufficiently small, we have that

∣∣〈V̇x+hy, w〉 – 〈V̇x, w〉∣∣ =
∣∣〈V̇x+hy – V̇x, w〉∣∣

≤ ‖Vx+hy – V̇x‖ · ‖w‖ ≤ L|h| · ‖y‖ · ‖w‖,

where L denotes the local Lipschitz constant of V̇ in a neighborhood of x. It implies that

lim
h→

〈V̇x+hy, w〉 – 〈V̇x, w〉 = 

and then

lim
h→

〈V̇x+hy, w〉 = 〈V̇x, w〉.

http://www.boundaryvalueproblems.com/content/2013/1/25


Andres et al. Boundary Value Problems 2013, 2013:25 Page 9 of 21
http://www.boundaryvalueproblems.com/content/2013/1/25

Therefore,

g̈(t) ≥ lim sup
h→–

〈V̇x(t)+hẋ(t) – V̇x(t), ẋ(t)〉
h

+
〈
V̇x(t), ẍ(t)

〉
> ,

according to assumption (), it leads to a contradiction with inequality ().
Secondly, let us assume that condition () holds and let s ∈ (t*, t***) be such that g̈(s) and

ẍ(s) exist. Then it is possible to show, using the same procedure as before, that according
to assumption (),

g̈(s) ≥ lim sup
h→+

〈V̇x(s)+hẋ(s) – V̇x(s), ẋ(s)〉
h

+
〈
V̇x(s), ẍ(s)

〉
> ,

which leads to a contradiction with inequality ().
Therefore, we get the contradiction in case that at least one of conditions (), () holds

which completes the proof. �

If the mapping F(t, x, y) is globally u.s.c. in (t, x, y), then the transversality conditions can
be localized directly on the boundary of K , as will be shown in the following proposition,
whose proof is again quite analogous to the finite-dimensional case considered in [].

Proposition . Let K ⊂ E be a nonempty open set such that  ∈ K and F : [, T] × E ×
E � E be an upper semicontinuous multivalued mapping with compact, convex values. As-
sume that there exists a function V ∈ C(E,R) with a locally Lipschitzian Fréchet deriva-
tive V̇x which satisfies conditions (H) and (H). Suppose, moreover, that for all x ∈ ∂K ,
t ∈ (, T) and y ∈ E with

〈V̇x, y〉 = , ()

the following condition holds:

lim inf
h→

〈V̇x+hy, y〉
h

+ 〈V̇x, w〉 >  ()

for all w ∈ F(t, x, y). Then K is a bound set for problem ().

Proof Let x : [, T] → K be a solution of problem (). We assume, by a contradiction, that
there exists t ∈ [, T] such that x(t) ∈ ∂K . Since  ∈ K and x satisfies Dirichlet boundary
conditions, t ∈ (, T).

Let us define the function g : [–t, T – t] → (–∞, ] as the composition g(h) := (V ◦
x)(t + h). Then g() =  and g(h) ≤  for all h ∈ [–t, T – t], i.e., there is a local maxi-
mum for g at the point , and so ġ() = 〈V̇x(t), ẋ(t)〉 = . Consequently, v := ẋ(t) satisfies
condition ().

Since V̇x is locally Lipschitzian, there exist a neighborhood U of x(t) and a constant
L >  such that V̇ |U is Lipschitzian with a constant L.

Let {hk}∞k= be an arbitrary decreasing sequence of positive numbers such that hk → +

as k → ∞, x(t + h) ∈ U for all h ∈ (, h).

http://www.boundaryvalueproblems.com/content/2013/1/25
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Since g() =  and g(h) ≤  for all h ∈ (, hk], there exists, for each k ∈ N, h*
k ∈ (, hk)

such that ġ(h*
k) ≤ .

Since x ∈ C([, T], E), for each k ∈ N,

x
(
t + h*

k
)

= x(t) + h*
k
[
ẋ(t) + b*

k
]
, ()

where b*
k →  as k → ∞.

Let

ζ :=
{

ẋ(t + h*
k) – ẋ(t)
h*

k
, k ∈N

}

and let ε >  be given. As a consequence of the regularity assumptions imposed on F and
of the continuity of both x and ẋ, there exists δ = δ(ε) >  such that for each t ∈ (, T),
|t – t| ≤ δ, it follows that

F
(
t, x(t), ẋ(t)

) ⊂ F
(
t, x(t), ẋ(t)

)
+ εB.

Subsequently, according to the mean-value theorem (see, e.g., [, Theorem ..]), there
exists kε ∈N such that for each k > kε ,

ẋ(t + h*
k) – ẋ(t)
h*

k
=


h*

k

∫ t+h*
k

t

ẍ(s) ds ∈ F
(
t, x(t), ẋ(t)

)
+ εB.

Therefore,

ζ ⊂
{

ẋ(t + h*
k) – ẋ(t)
h*

k
, k = , , . . . , k(ε)

}
∪ F

(
t, x(t), ẋ(t)

)
+ εB.

Since F has compact values and ε is arbitrary, we obtain that ζ is a relatively compact
set. Thus, there exist a subsequence, for the sake of simplicity denoted as the sequence, of
{ ẋ(t+h*

k )–ẋ(t)
h*

k
} and w ∈ E such that

ẋ(t + h*
k) – ẋ(t)
h*

k
→ w ()

as k → ∞ implying, for the arbitrariness of ε > ,

w ∈ F
(
t, x(t), ẋ(t)

)
.

As a consequence of the property (), there exists a sequence {a*
k}∞k=, a*

k →  as k → ∞,
such that

ẋ
(
t + h*

k
)

= ẋ(t) + h*
k
[
w + a*

k
]

()

for each k ∈N. Since h*
k >  and ġ(h*

k) ≤ , in view of () and (),

 ≥ ġ(h*
k)

h*
k

=
〈V̇x(t+h*

k ), ẋ(t + h*
k)〉

h*
k

=
〈V̇x(t)+h*

k [ẋ(t)+b*
k ], ẋ(t) + h*

k[w + a*
k]〉

h*
k

.

http://www.boundaryvalueproblems.com/content/2013/1/25
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Since h*
k ∈ (, hk) ⊂ (, h) for all k ∈N, we have, according to (), that x(t) + h*

k[ẋ(t) +
b*

k] ∈ U for each k ∈ N. Since b*
k →  as k → ∞, it is possible to find k ∈ N such that for

all k ≥ k, it holds that x(t) + ẋ(t)h*
k ∈ U . By means of the local Lipschitzianity of V̇ , for

all k ≥ k,

 ≥ ġ(h*
k)

h*
k

=
〈V̇x(t)+h*

k [ẋ(t)+b*
k ] – V̇x(t)+h*

k ẋ(t) + V̇x(t)+h*
k ẋ(t), ẋ(t) + h*

k[w + a*
k]〉

h*
k

≥
〈V̇x(t)+h*

k ẋ(t), ẋ(t) + h*
k[w + a*

k]〉
h*

k
– L · ∣∣b*

k
∣∣ · ∥∥ẋ(t) + h*

k
[
w + a*

k
]∥∥

=
〈V̇x(t)+h*

k ẋ(t), ẋ(t) + h*
kw〉

h*
k

– L · ∣∣b*
k
∣∣ · ∥∥ẋ(t) + h*

k
[
w + a*

k
]∥∥ +

〈
V̇x(t)+h*

k ẋ(t), a*
k
〉

=
〈V̇x(t)+h*

k ẋ(t), ẋ(t)〉
h*

k
+ 〈V̇x(t), w〉 – L · ∣∣b*

k
∣∣ · ∥∥ẋ(t) + h*

k
[
w + a*

k
]∥∥

+
〈
V̇x(t)+h*

k ẋ(t), a*
k
〉
.

Since 〈V̇x(t)+h*
k ẋ(t), a*

k〉 – L · |b*
k| · ‖ẋ(t) + h*

k[w + a*
k]‖ →  as k → ∞,

lim inf
h→+

〈V̇x(t)+h*
k ẋ(t), ẋ(t)〉
h*

k
+ 〈V̇x(t), w〉 ≤ . ()

If we consider, instead of the sequence {hk}∞k=, an increasing sequence {h̄k}∞k= of negative
numbers such that h̄k → – as k → ∞, x(t + h) ∈ U for all h ∈ (h̄, ), we are able to find,
for each k ∈N, h̄*

k ∈ (h̄k , ) such that ġ(h̄*
k) ≥ . Therefore, using the same procedure as in

the first part of the proof, we obtain, for k ∈N sufficiently large, that

 ≥ ġ(h̄*
k)

h̄*
k

≥
〈V̇x(t)+h̄*

k ẋ(t), ẋ(t)〉
h̄*

k

+ 〈V̇x(t), w〉 – L · ∣∣b̄*
k
∣∣ · ∥∥ẋ(t) + h̄*

k
[
w + ā*

k
]∥∥ +

〈
V̇x(t)+h̄*

k ẋ(t), ā*
k
〉
,

where ā*
k → , b̄*

k →  as k → ∞ and w ∈ F(t, x(t), ẋ(t)).
This means that 〈V̇x(t)+h̄*

k ẋ(t), ā*
k〉 – L · |b̄*

k| · ‖ẋ(t) + h̄*
k[w + ā*

k]‖ →  as k → ∞, which
implies

lim inf
h→–

〈V̇x(t)+hẋ(t), ẋ(t)〉
h

+ 〈V̇x(t), w〉 ≤ . ()

Inequalities () and () are in a contradiction with condition (), because x(t) ∈ ∂K ,
ẋ(t) satisfies condition () and w, w ∈ F(t, x(t), ẋ(t)). �

Remark . One can readily check that for V ∈ C(E,R), inequalities () and (), as well
as (), become

〈
V̈x(y), y

〉
+ 〈V̇x, w〉 > ,

with t, x, y, w as in Proposition . or in Proposition ..
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The typical case occurs when E = H is a Hilbert space, 〈 , 〉 denotes the scalar product
and

V (x) :=


(‖x‖ – R) =



(〈x, x〉 – R)

for some R > . In this case, V ∈ C(H ,R) and it is not difficult to see that conditions ()
and (), as well as (), become

〈y, y〉 + 〈x, w〉 > 

with t, x, y and w as in Proposition . or in Proposition ., where K := {x ∈ H | ‖x‖ < R}.

Definition . A C-function V : E → R with a locally Lipschitzian Fréchet derivative V̇
which satisfies conditions (H), (H) and all assumptions in Proposition . or Proposi-
tion . is called a bounding function for problem ().

5 Existence and localization results
Combining the continuation principle with the bound sets technique, we are ready to state
the main result of the paper concerning the solvability and localization of a solution of the
multivalued Dirichlet problem ().

Theorem . Consider the Dirichlet b.v.p. (), where F : [, T] × E × E � E is an upper-
Carathéodory multivalued mapping. Assume that K ⊂ E is an open, convex set contain-
ing . Furthermore, let the following conditions be satisfied:

(i) γ (F(t,� × �)) ≤ g(t)(γ (�) + γ (�)) for a.a. t ∈ [, T] and each bounded �,� ⊂
E, where g ∈ L([, T], [,∞)) and γ is the Hausdorff measure of noncompactness in E.

(ii) For every nonempty, bounded set � ⊂ E × E, there exists ν� ∈ L([, T], [,∞)) such
that

∥∥F(t, x, y)
∥∥ ≤ ν�(t) ()

for a.a. t ∈ [, T] and all (x, y) ∈ �,
(iii) (T + )‖g‖L([,T],[,∞)) < .

Finally, let there exist a function V ∈ C(E,R) with a locally Lipschitzian Fréchet derivative
V̇ satisfying conditions (H), (H), and at least one of conditions (), () for a suitable ε > ,
all x ∈ K ∩ B(∂K , ε), t ∈ (, T), y ∈ E, λ ∈ (, ) and w ∈ λF(t, x, y). Then the Dirichlet b.v.p.
() admits a solution whose values are located in K .

Proof Let us define the closed set S = S by

S :=
{

x ∈ AC([, T], E
)

: x(T) = x() = 
}

and let the set Q of candidate solutions be defined as Q := C([, T], K). Because of the
convexity of K , the set Q is closed and convex.

http://www.boundaryvalueproblems.com/content/2013/1/25
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For all q ∈ Q and λ ∈ [, ], consider still the associated fully linearized problem

ẍ(t) ∈ λF(t, q(t), q̇(t)) for a.a. t ∈ [, T],

x(T) = x() = ,

}
P(q,λ)

and denote by T a solution mapping which assigns to each (q,λ) ∈ Q × [, ] the set of
solutions of P(q,λ). We will show that the family of the above b.v.p.s P(q,λ) satisfies all
assumptions of Proposition ..

In this case, ϕ(t, x, ẋ) = F(t, x, ẋ) which, together with the definition of P(q,λ), ensures
the validity of ().

ad (i) In order to verify condition (i) in Proposition ., we need to show that for
each (q,λ) ∈ Q × [, ], the problem P(q,λ) is solvable with a convex set of solutions.
So, let (q,λ) ∈ Q × [, ] be arbitrary and let fq(·) be a strongly measurable selection of
F(·, q(·), q̇(·)). The homogeneous problem corresponding to b.v.p. P(q,λ),

ẍ(t) =  for a.a. t ∈ [, T],

x(T) = x() = ,

}
()

has only the trivial solution, and therefore the single-valued Dirichlet problem

ẍ(t) = λfq(t) for a.a. t ∈ [, T],
x(T) = x() = 

}

admits a unique solution xq,λ(·) which is one of solutions of P(q,λ). This is given, for a.a.
t ∈ [, T], by xq,λ(t) =

∫ T
 G(t, s)λfq(s) ds, where G is the Green function associated to the

homogeneous problem (). The Green function G and its partial derivative ∂
∂t G are de-

fined by (cf., e.g., [, pp.-])

G(t, s) =

⎧⎨
⎩

(s–T)t
T for all  ≤ t ≤ s ≤ T ,

(t–T)s
T for all  ≤ s ≤ t ≤ T ,

∂

∂t
G(t, s) =

⎧⎨
⎩

(s–T)
T for all  ≤ t ≤ s ≤ T ,

s
T for all  ≤ s ≤ t ≤ T .

Thus, the set of solutions of P(q,λ) is nonempty. The convexity of the solution sets fol-
lows immediately from the properties of a mapping F and the fact that problems P(q,λ)
are fully linearized.

ad (ii) Assuming that H : [, T] × E × E × E × E × [, ] � E is defined by H(t, x, y,
q, r,λ) := λF(t, q, r), condition (ii) in Proposition . is ensured directly by assumption (ii).

ad (iii) Since the verification of condition (iii) in Proposition . is technically the most
complicated, it will be subdivided into two parts: (iii) the quasi-compactness of the so-
lution operator T, (iii) the condensity of T w.r.t. the monotone and nonsingular (cf.
Lemma .) m.n.c. μ defined by ().

ad (iii) Let us firstly prove that the solution mapping T is quasi-compact. Since
C([, T], E) is a metric space, it is sufficient to prove the sequential quasi-compactness
of T. Hence, let us consider the sequences {qn}, {λn}, qn ∈ Q, λn ∈ [, ] for all n ∈ N such
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that qn → q in C([, T], E) and λn → λ. Moreover, let xn ∈ T(qn,λn) for all n ∈ N. Then
there exists, for all n ∈N, fn(·) ∈ F(·, qn(·), q̇n(·)) such that

ẍn(t) = λnfn(t) for a.a. t ∈ [, T], ()

and that xn(T) = xn() = .
Since qn → q and q̇n → q̇ in C([, T], E), there exists a bounded � ⊂ E × E such that

(qn(t), q̇n(t)) ∈ � for all t ∈ [, T] and n ∈N. Therefore, there exists, according to condition
(ii), ν� ∈ L([, T], [,∞)) such that ‖fn(t)‖ ≤ ν�(t) for every n ∈N and a.a. t ∈ [, T].

Moreover, for every n ∈N and a.a. t ∈ [, T],

xn(t) = λn

∫ T


G(t, s)fn(s) ds

and

ẋn(t) = λn

∫ T



∂

∂t
G(t, s)fn(s) ds.

Thus, xn satisfies, for every n ∈N and a.a. t ∈ [, T], ‖xn(t)‖ ≤ a and ‖ẋn(t)‖ ≤ b, where

a :=
T


∫ T


ν�(s) ds

and

b :=
∫ T


ν�(s) ds.

Furthermore, for every n ∈N and a.a. t ∈ [, T], we have

∥∥ẍn(t)
∥∥ ≤ ν�(t).

Hence, the sequences {xn} and {ẋn} are bounded and {ẍn} is uniformly integrable.
Since the sequences {qn}, {q̇n} are converging, we obtain, in view of (i),

γ
({

fn(t)
}) ≤ g(t)

(
γ
({

qn(t)
})

+ γ
({

q̇n(t)
}))

= 

for a.a. t ∈ [, T], which implies that {fn(t)} is relatively compact.
For all (t, s) ∈ [, T]× [, T], the sequence {G(t, s)fn(s)} is relatively compact as well since,

according to the semi-homogeneity of the Hausdorff m.n.c.,

γ
({

G(t, s)fn(s)
}) ≤ ∣∣G(t, s)

∣∣γ ({
fn(s)

})
=  for all (t, s) ∈ [, T] × [, T]. ()

Moreover, by means of (), (), () and the semi-homogeneity of the Hausdorff m.n.c.,

γ
({

xn(t)
}) ≤ γ

( ⋃
λ∈[,]

λ

{∫ T


G(t, s)fn(s) ds

})
≤ γ

({∫ T


G(t, s)fn(s) ds

})
= .
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By similar reasonings, we can also get

γ
({

ẋn(t)
})

= ,

by which {xn(t)}, {ẋn(t)} are relatively compact for a.a. t ∈ [, T]. Moreover, since xn sat-
isfies for all n ∈ N equation (), {ẍn(t)} is relatively compact for a.a. t ∈ [, T]. Thus, ac-
cording to Lemma ., there exist a subsequence of {ẋn}, for the sake of simplicity denoted
in the same way as the sequence, and x ∈ C([, T], E) such that {ẋn} converges to ẋ in
C([, T], E) and {ẍn} converges weakly to ẍ in L([, T], E). Therefore, the mapping T is
quasi-compact.

ad (iii) In order to show that T is μ-condensing, where μ is defined by (), we will prove
that any bounded subset � ⊂ Q such that μ(T(� × [, ])) ≥ μ(�) is relatively compact.
Let {xn}n ⊂ T(� × [, ]) be a sequence such that

μ
(
T

(
� × [, ]

))
=

(
sup

t∈[,T]

[
γ
({

xn(t)
}

n

)
+ γ

({
ẋn(t)

}
n

)]
, modC

({xn}n
)

+ modC
({ẋn}n

))
.

Then we can find {qn}n ⊂ �, {fn}n satisfying fn(t) ∈ F(t, qn(t), q̇n(t)) for a.a. t ∈ [, T] and
{λn}n ⊂ [, ] such that for all t ∈ [, T],

xn(t) = λn

∫ T


G(t, s)fn(s) ds ()

and

ẋn(t) = λn

∫ T



∂

∂t
G(t, s)fn(s) ds. ()

In view of (i), we have, for all t ∈ [, T],

γ
({

fn(t), n ∈N
})

≤ g(t)
(
γ
({

qn(t), n ∈N
})

+ γ
({

q̇n(t), n ∈N
}))

≤ g(t) sup
t∈[,T]

(
γ
({

qn(t), n ∈N
})

+ γ
({

q̇n(t), n ∈N
}))

.

Since {qn}n ⊂ � and � is bounded in C([, T], E), by means of (ii), we get the existence of
ν� ∈ L([, T], [,∞)) such that ‖fn(t)‖ ≤ ν�(t) for a.a. t ∈ [, T] and all n ∈N. This implies
‖G(t, s)fn(t)‖ ≤ |G(t, s)|ν�(t) for a.a. t, s ∈ [, T] and all n ∈N.

Moreover, by virtue of the semi-homogeneity of the Hausdorff m.n.c., for all (t, s) ∈
[, T] × [, T], we have

γ
({

G(t, s)fn(s), n ∈N
})

≤ ∣∣G(t, s)
∣∣γ ({

fn(s), n ∈N
}) ≤ T


γ
({

fn(s), n ∈N
})

≤ T


g(t) sup
t∈[,T]

(
γ
({

qn(t), n ∈N
})

+ γ
({

q̇n(t), n ∈N
}))

.
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According to (), () and (), we so obtain for each t ∈ [, T],

γ
({

xn(t), n ∈N
}) ≤ γ

({∫ T


G(t, s)fn(s) ds, n ∈ N

})

≤ 
T


‖g‖L sup
t∈[,T]

(
γ
({

qn(t), n ∈ N
})

+ γ
({

q̇n(t), n ∈N
}))

=
T


‖g‖LS ,

where

S := sup
t∈[,T]

(
γ
({

qn(t), n ∈ N
})

+ γ
({

q̇n(t), n ∈N
}))

.

By the similar reasonings, we can obtain that for each t ∈ [, T],

γ
({

ẋn(t), n ∈N
}) ≤ ‖g‖LS ,

when starting from condition (). Subsequently,

γ
({

xn(t), n ∈N
})

+ γ
({

ẋn(t), n ∈N
}) ≤ T + 


‖g‖LS ,

yielding

sup
t∈[,T]

(
γ
({

xn(t), n ∈N
})

+ γ
({

ẋn(t), n ∈N
})) ≤ T + 


‖g‖LS . ()

Since μ(T(� × [, ])) ≥ μ(�) and {qn}n ⊂ �, we so get

sup
t∈[,T]

(
γ
({

qn(t), n ∈N
})

+ γ
({

q̇n(t), n ∈N
}))

≤ sup
t∈[,T]

(
γ
({

xn(t), n ∈N
})

+ γ
({

ẋn(t), n ∈N
}))

and, in view of () and (iii), we have that

sup
t∈[,T]

(
γ
({

qn(t), n ∈N
})

+ γ
({

q̇n(t), n ∈N
}))

= .

Inequality () implies that

sup
t∈[,T]

(
γ
({

xn(t), n ∈N
})

+ γ
({

ẋn(t), n ∈N
}))

= . ()

Now, we show that both the sequences {xn} and {ẋn} are equi-continuous. Let �̃ ⊂ E be
such that qn(t) ∈ �̃ and q̇n(t) ∈ �̃ for all n ∈ N and t ∈ [, T]. Thus, we get that ‖ẍn(t)‖ =
λn‖fn(t)‖ ≤ ν�̃(t), where ν�̃ ∈ L([, T], [,∞)) comes from (ii), and so {ẍn}n is uniformly
integrable. This implies that {ẋn}n is equi-continuous. Moreover, according to (), we
obtain that

∥∥ẋn(t)
∥∥ ≤

∫ T


ν�̃(s) ds
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for all n ∈ N and t ∈ [, T], implying that {ẋn}n is bounded; consequently, also {xn}n is
equi-continuous. Therefore,

modC
({xn}

)
= modC

({ẋn}
)

= .

In view of (), we have so obtained that

μ
(
T

(
� × [, ]

))
= (, ).

Hence, also μ(�) = (, ) and since μ is regular, we have that � is relatively compact.
Therefore, condition (iii) in Proposition . holds.

ad (iv) For all q ∈ Q, the problem P(q, ) has only the trivial solution. Since  ∈ K , con-
dition (iv) in Proposition . is satisfied.

ad (v) Let q* ∈ Q be a solution of the b.v.p. P(q*,λ) for some λ ∈ (, ), i.e., a fixed point
of the solution mapping T. In view of conditions (), () (see Proposition .), K is, for all
λ ∈ (, ), a bound set for the problem

q̈*(t) ∈ λF(t, q*(t), q̇*(t)), for a.a. t ∈ [, T],

x(T) = x() = .

}

This implies that q* /∈ ∂Q, which ensures condition (v) in Proposition ..
�

If the mapping F(t, x, y) is globally u.s.c. in (t, x, y) (i.e., a Marchaud map), then we are
able to improve Theorem . in the following way.

Theorem . Consider the Dirichlet b.v.p. (), where F : [, T] × E × E � E is an upper
semicontinuous mapping with compact, convex values. Assume that K ⊂ E is an open, con-
vex set containing . Moreover, let conditions (i), (ii), (iii) from Theorem . be satisfied.

Furthermore, let there exist a function V ∈ C(E,R) with a locally Lipschitz Frechét
derivative V̇ satisfying (H) and (H). Moreover, let, for all x ∈ ∂K , t ∈ (, T), λ ∈ (, )
and y ∈ E satisfying (), condition () hold for all w ∈ λF(t, x, y). Then the Dirichlet b.v.p.
() admits a solution whose values are located in K .

Proof The verification is quite analogous as in Theorem . when just replacing the usage
of Proposition . by Proposition .. �

6 Illustrative example
Example . Let E = H be a Hilbert space and let us consider the Dirichlet b.v.p.

ẍ(t) ∈ F(t, x(t), ẋ(t)) + F(t, x(t), ẋ(t)), for a.a. t ∈ [, T],

x() = x(T) = ,

}
()

where
(i) F : [, T] × H × H � H is an upper-Carathéodory multivalued mapping and

F(t, ·, ·) : H × H � H is completely continuous for a.a. t ∈ [, T] such that

∥∥F(t, x, y)
∥∥ ≤ ν(t, D, D) ∈ L([, T], [,∞)

)
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for a.a. t ∈ [, T] and all x, y ∈ H with ‖x‖ ≤ D, ‖y‖ ≤ D,
(ii) F : [, T] × H × H � H is a Carathéodory multivalued mapping such that

∥∥F(t, , )
∥∥ ≤ ν(t) ∈ L([, T], [,∞)

)
for a.a. t ∈ [, T],

and F(t, ·, ·) : H × H � H is Lipschitzian for a.a. t ∈ [, T] with the Lipschitz
constant

L <


T(T + )
.

Moreover, suppose that
(iii) there exist R >  and ε >  such that, for all x ∈ H with R – ε < ‖x‖ ≤ R, t ∈ (, T),

y ∈ H , λ ∈ (, ) and w ∈ λ(F(t, x, y) + F(t, x, y)), we have

〈y, y〉 + 〈x, w〉 > .

Then the Dirichlet problem () admits, according to Theorem ., a solution x(·) such
that ‖x(t)‖ ≤ R for all t ∈ [, T].

Indeed. The properties of F guarantee that F satisfies the inequality (cf., e.g., [])

γ
(
F(t,� × �)

) ≤ L
(
γ (�) + γ (�)

)
()

for a.a. t ∈ [, T] and every bounded �,� ⊂ H , where γ stands for the Hausdorff mea-
sure of noncompactness in H .

Since F(t, ·, ·) is completely continuous and thanks to the algebraic semi-additivity of γ ,
inequality () can be rewritten into

γ
(
F(t,� × �) + F(t,� × �)

) ≤ L
(
γ (�) + γ (�)

)
for a.a. t ∈ [, T] and every bounded �,� ⊂ H , i.e., (i), for g := L < 

T(T+) (cf. (iii)).
Moreover, according to the Lipschitzianity of F, the following inequalities take place:

dH
(
F(t, x, y), 

) ≤ dH
(
F(t, x, y), F(t, , )

)
+ dH

(
F(t, , ), 

) ≤ L
(‖x‖ + ‖y‖) + ν(t)

for a.a. t ∈ [, T] and all x, y ∈ H .
Thus, for ‖x‖ ≤ D, ‖y‖ ≤ D, we arrive at

∥∥F(t, x, y) + F(t, x, y)
∥∥ ≤ L(D + D) + ν(t, D, D) + ν(t) := ν�(t) ∈ L([, T], [,∞)

)
,

i.e., () in (ii).
Finally, in view of Remark ., we can define the bounding function V ∈ C(H ,R) by the

formula

V (x) :=


(〈x, x〉 – R)

and the bound set K as K := {x ∈ H | ‖x‖ < R} in order to get a claim.
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Remark . Consider again () in a Hilbert space H , but let this time F, F be globally
u.s.c. mappings with compact, convex values (⇒ F([, T], , ) is compact (cf., e.g., [,
Proposition I..]) and, in particular, bounded) such that

(i) F(t, ·, ·) : H × H � H is a completely continuous mapping for a.a. t ∈ [, T] such
that

∥∥F(t, x, y)
∥∥ ≤ ν(t, D, D) ∈ L([, T], [,∞)

)
for a.a. t ∈ [, T] and all x, y ∈ H with ‖x‖ ≤ D, ‖y‖ ≤ D.

(ii) F(t, ·, ·) : H × H � H is a Lipschitzian mapping for a.a. t ∈ [, T] with the Lipschitz
constant

L <


T(T + )
.

(iiiusc) There exists R >  such that, for all x ∈ H with ‖x‖ = R, t ∈ (, T), y ∈ H satisfying
〈x, y〉 = , λ ∈ (, ) and w ∈ λ(F(t, x, y) + F(t, x, y)), we have

〈y, y〉 + 〈x, w〉 > .

Applying now Theorem ., by the analogous arguments as in Example ., the Dirichlet
problem () admits a solution x(·) such that ‖x(t)‖ ≤ R for all t ∈ [, T].

Remark . Since the solution derivative ẋ(·) takes the form

ẋ(t) ∈
∫ T



∂

∂t
G(t, s)

[
F

(
s, x(s), ẋ(s)

)
+ F

(
s, x(s), ẋ(s)

)]
ds,

where

∂

∂t
G(t, s) =

⎧⎨
⎩

(s–T)
T for all  ≤ t ≤ s ≤ T ,

s
T for all  ≤ s ≤ t ≤ T ,

and so | ∂
∂t G(t, s)| ≤  for all t, s ∈ [, T], we obtain (under the above assumptions) the im-

plicit inequality

D ≤ 
 – LT

[∫ T


ν(t, R, D) dt +

∫ T


ν(t) dt + LRT

]
for all t ∈ [, T],

for D := maxt∈[,T] ‖ẋ(t)‖.
Thus, for F(t, x, y) ≡ F(t, x), we have ν(t, R, D) ≡ ν(t, R), and subsequently

∥∥ẋ(t)
∥∥ ≤ 

 – LT

[∫ T


ν(t, R) dt +

∫ T


ν(t) dt + LRT

]
for all t ∈ [, T].

Similarly, if F : [, T] × H × H �→ H is compact, then

∫ T


ν(t, R, D) dt ≤ CT
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holds with a suitable constant C ≥ ‖F(t, x, y)‖, and the following estimate holds:

∥∥ẋ(t)
∥∥ ≤ 

 – LT

[
CT + LRT +

∫ T


ν(t) dt

]
for all t ∈ [, T].

Because of the Dirichlet boundary conditions x() = x(T) =  for H = R, there exists a
zero point t ∈ [, T] of ẋ(·), i.e., ẋ(t) = , by which the same estimates can be also obtained
without an explicit usage of the Green function above. Otherwise, it is not so easy to obtain
such estimates, because Rolle’s theorem fails in general.

For obtaining the estimation of the solution derivative ẋ(·) in a Hilbert space H , one can
also apply, under natural assumptions, the p-Nagumo condition derived in [].
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Abstract
Hartman-type conditions are presented for the solvability of a multivalued Dirichlet
problem in a Banach space by means of topological degree arguments, bounding
functions, and a Scorza-Dragoni approximation technique. The required transversality
conditions are strictly localized on the boundaries of given bound sets. The main
existence and localization result is applied to a partial integro-differential equation
involving possible discontinuities in state variables. Two illustrative examples are
supplied. The comparison with classical single-valued results in this field is also made.
MSC: 34A60; 34B15; 47H04

Keywords: Dirichlet problem; Scorza-Dragoni-type technique; strictly localized
bounding functions; solutions in a given set; condensing multivalued operators

1 Introduction
In this paper, we will establish sufficient conditions for the existence and localization of
strong solutions to a multivalued Dirichlet problem in a Banach space via degree argu-
ments combined with a bound sets technique. More precisely, Hartman-type conditions
(cf. []), i.e. sign conditions w.r.t. the first state variable and growth conditions w.r.t. the
second state variable, will be presented, provided the right-hand side is a multivalued
upper-Carathéodory mapping which is γ -regular w.r.t. the Hausdorff measure of non-
compactness γ .

The main aim will be two-fold: (i) strict localization of sign conditions on the boundaries
of bound sets by means of a technique originated by Scorza-Dragoni [], and (ii) the ap-
plication of the obtained abstract result (see Theorem . below) to an integro-differential
equation involving possible discontinuities in a state variable. The first aim allows us, un-
der some additional restrictions, to extend our earlier results obtained for globally upper
semicontinuous right-hand sides and partly improve those for upper-Carathéodory right-
hand sides (see []). As we shall see, the latter aim justifies such an abstract setting, because
the problem can be transformed into the form of a differential inclusion in a Hilbert L-
space. Roughly speaking, problems of this type naturally require such an abstract setting.
In order to understand in a deeper way what we did and why, let us briefly recall classical
results in this field and some of their extensions.

Hence, consider firstly the Dirichlet problem in the simplest vector form:

ẍ(t) = f (t, x(t), ẋ(t)), t ∈ [, ],
x() = x() = ,

}
()

©2014 Andres et al.; licensee Springer. This is an Open Access article distributed under the terms of the Creative Commons At-
tribution License (http://creativecommons.org/licenses/by/2.0), which permits unrestricted use, distribution, and reproduction in
any medium, provided the original work is properly cited.
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where f : [, ] × R
n × R

n → R
n is, for the sake of simplicity allowing the comparison of

the related results, a continuous function.
The first existence results, for a bounded f in (), are due to Scorza-Dragoni [, ]. Let

us note that his name in the title is nevertheless related to the technique developed in []
rather than to the existence results in [, ].

It is well known (see e.g. [, –]) that the problem () is solvable on various levels of
generality provided:

(isign) ∃R >  such that 〈f (t, x, y), x〉 > , for (t, x, y) ∈ [, ] ×R
n ×R

n with ‖x‖ = R,
(iigrowth) ∃C ≥ , C ≥  such that CR <  and ‖f (t, x, y)‖ ≤ C‖y‖ + C, for (t, x, y) ∈

[, ] ×R
n ×R

n with ‖x‖ ≤ R.

Let us note that the existence of the same constant R >  in (isign) and (iigrowth) can be
assumed either explicitly as in [, , , , ] or it follows from the assumptions as those
in [, , ].

() Hartmann [] (cf. also []) generalized both conditions as follows:

(iH) ∃R >  such that 〈f (t, x, y), x〉 + ‖y‖ > , for t ∈ [, ] and (x, y) ∈ R
n × R

n such that
‖x‖ = R and 〈x, y〉 = ,

(iH) the well-known Bernstein-Nagumo-Hartman condition (for its definition and more
details, see e.g. [, ]).

Let us note that the strict inequality in (iH) can be replaced by a non-strict one (see e.g.
[, Chapter XII,II,], [, Corollary .]).

() Lasota and Yorke [] improved condition (isign) with suitable constants K ≥  and
K >  in the following way:

(iLY) 〈f (t, x, y), x〉 + ‖y‖ ≥ –K( + ‖x‖ + 〈x, y〉) + K‖y‖,

but for t ∈ [, ], (x, y) ∈ R
n × R

n, and replaced (iigrowth) by the Bernstein-Nagumo-
Hartman condition.

Since (iLY) implies (cf. []) the existence of a constant K ≥  such that

〈
f (t, x, y), x

〉
+ ‖y‖ ≥ –K

(
 + ‖x‖ +

∣∣〈x, y〉∣∣),

for (t, x, y) ∈ [, ] ×R
n ×R

n, the sign condition (iLY) is obviously more liberal than (isign)
as well as than (iH), on the intersection of their domains.

If K >  in (iLY), then constant K can be even equal to zero, i.e. K = , in (iLY) (see
e.g. [, Corollary V. on p.]). Moreover, the related Bernstein-Nagumo-Hartman con-
dition can only hold for x in a suitable convex, closed, bounded subset of Rn (see again
e.g. []).

() Following the ideas of Mawhin in [, , ], Amster and Haddad [] demonstrated
that an open, bounded subset of Rn, say D ⊂ R

n, need not be convex, provided it has a
C-boundary ∂D such that condition (iH) can be generalized as follows:

(iAH) 〈f (t, x, y), nx〉 ≥ Ix(y), (t, x, y) ∈ [, ] × T∂D ×R
n, with 〈nx, y〉 = ,

where nx is the outer-pointing normal unit vector field, T∂D denotes the tangent vector
bundle and Ix(y) stands for the second fundamental form of the hypersurface.

http://www.boundaryvalueproblems.com/content/2014/1/23
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Since for the ball D := B(, R), R > , we can have

Ix(y) = –
‖y‖

R
and nx =

x
R

,

condition (iAH) is obviously more general than the original Hartman condition (iH).
Nevertheless, the growth condition takes there only the form (iigrowth), namely with

‖x‖ ≤ R replaced by x ∈ D, where R denotes, this time, the radius of D.
For a convex, open, bounded subset D ⊂ R

n, the particular case of (iAH) can read as
follows:

(iconv) 〈f (t, x, y), nx〉 > , for (t, x, y) ∈ [, ] ×R
n ×R

n with x ∈ ∂D and 〈nx, y〉 = ,

which is another well-known generalization of (isign).
() In a Hilbert space H , for a completely continuous mapping f , Mawhin [] has shown

that, for real constants a, b, c such that a + b < , condition (isign) can be replaced in par-
ticular by

(iM) 〈f (t, x, y), x〉 ≥ –(a‖x‖ + b‖x‖‖y‖ + c‖x‖), (t, x, y) ∈ [, ] × H × H ,

and (iigrowth) by an appropriate version of the Bernstein-Nagumo-Hartman condition.
() In a Banach space E, Schmitt and Thompson [] improved, for a completely con-

tinuous mapping f , condition (iconv) in the sense that the strict inequality in (iconv) can
be replaced by a non-strict one. More concretely, if there exists a convex, open, bounded
subset D ⊂ E of E with  ∈ D such that

(iST) 〈f (t, x, y), nx〉 ≥ , for (t, x, y) ∈ [, ] × E × E, with x ∈ ∂D and 〈nx, y〉 = ,

where 〈·, ·〉 denotes this time the pairing between E and its dual E′, jointly with the ap-
propriate Bernstein-Nagumo-Hartman condition, then the problem () admits a solution
whose values are located in D (see [, Theorem .]).

In the Carathéodory case of f : [, ] × R
n × R

n → R
n in (), for instance, the strict in-

equality in condition (isign) can be replaced, according to [, Theorem .], by a non-strict
one and the constants C, C can be replaced without the requirement CR < , but globally
in [, ]×R

n ×R
n, by functions c(t, x), c(t, x) which are bounded on bounded sets. More-

over, system () can be additively perturbed, for the same goal, by another Carathéodory
function which is sublinear in both states variables x and y.

On the other hand, the Carathéodory case brings about some obstructions in a strict
localization of sign conditions on the boundaries of bound sets (see e.g. [, ]). The same
is also true for other boundary value problems (for Floquet problems, see e.g. [–]).
Therefore, there naturally exist some extensions of classical results in this way. Further
extensions concern problems in abstract spaces, functional problems, multivalued prob-
lems, etc. For the panorama of results in abstract spaces, see e.g. [], where multivalued
problems are also considered.

Nevertheless, let us note that in abstract spaces, it is extremely difficult (if not impossi-
ble) to avoid the convexity of given bound sets, provided the degree arguments are applied
for non-compact maps (for more details, see []).

In this light, we would like to modify in the present paper the Hartman-type conditions
(isign), (iigrowth) at least in the following way:

http://www.boundaryvalueproblems.com/content/2014/1/23
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• the given space E to be Banach (or, more practically, Hilbert),
• the right-hand side to be a multivalued upper-Carathéodory mapping F which is

γ -regular w.r.t. (x, y) ∈ E × E and either globally measurable or globally
quasi-compact,

• the inequality in (isign) to hold w.r.t. x strictly on the boundary ∂D of a convex,
bounded subset D ⊂ E (or, more practically, of the ball B(, R) ⊂ E),

• condition (iigrowth) to be replaced by a suitable growth condition which would allow us
reasonable applications (the usage of the Bernstein-Nagumo-Hartman-type condition
will be employed in this context by ourselves elsewhere).

Hence, let E be a separable Banach space (with the norm ‖ · ‖) satisfying the Radon-
Nikodym property (e.g. reflexivity, see e.g. [, pp.-]) and let us consider the
Dirichlet boundary value problem (b.v.p.)

ẍ(t) ∈ F(t, x(t), ẋ(t)), for a.a. t ∈ [, T],
x(T) = x() = ,

}
()

where F : [, T] × E × E � E is an upper-Carathéodory multivalued mapping.
Let us note that in the entire paper all derivatives will be always understood in the

sense of Fréchet and, by the measurability, we mean the one with respect to the Lebesgue
σ -algebra in [, T] and the Borel σ -algebra in E.

The notion of a solution will be understood in a strong (i.e. Carathéodory) sense.
Namely, by a solution of problem () we mean a function x : [, T] → E whose first deriva-
tive ẋ(·) is absolutely continuous and satisfies (), for almost all t ∈ [, T].

The solution of the b.v.p. () will be obtained as the limit of a sequence of solutions of
approximating problems that we construct by means of a Scorza-Dragoni-type result de-
veloped in []. The approximating problems will be treated by means of the continuation
principle developed in [].

2 Preliminaries
Let E be as above and [, T] ⊂R be a closed interval. By the symbol L([, T], E), we shall
mean the set of all Bochner integrable functions x : [, T] → E. For the definition and
properties of Bochner integrals, see e.g. [, pp.-]. The symbol AC([, T], E) will
be reserved for the set of functions x : [, T] → E whose first derivative ẋ(·) is absolutely
continuous. Then ẍ ∈ L([, T], E) and the fundamental theorem of calculus (the Newton-
Leibniz formula) holds (see e.g. [, pp.-], [, pp.-]). In the sequel, we shall
always consider AC([, T], E) as a subspace of the Banach space C([, T], E) and by the
symbol L(E) we shall mean the Banach space of all linear, bounded transformations L :
E → E endowed with the sup-norm.

Given C ⊂ E and ε > , the symbol B(C, ε) will denote, as usually, the set C + εB, where
B is the open unit ball in E centered at , i.e. B = {x ∈ E | ‖x‖ < }. In what follows, the
symbol μ will denote the Lebesgue measure on R.

Let E′ be the Banach space dual to E and let us denote by 〈·, ·〉 the pairing (the duality
relation) between E and E′, i.e., for all � ∈ E′ and x ∈ E, we put �(x) =: 〈�, x〉.

We recall also the Pettis measurability theorem which will be used in Section  and
which we state here in the form of proposition.

http://www.boundaryvalueproblems.com/content/2014/1/23
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Proposition . [, p.] Let (X,�) be a measure space, E be a separable Banach space.
Then f : X → E is measurable if and only if for every e ∈ E′ the function e ◦ f : X → R is
measurable with respect to � and the Borel σ -algebra in R.

We shall also need the following definitions and notions from multivalued analysis. Let
X, Y be two metric spaces. We say that F is a multivalued mapping from X to Y (written
F : X � Y ) if, for every x ∈ X, a non-empty subset F(x) of Y is given. We associate with F
its graph �F , the subset of X × Y , defined by �F := {(x, y) ∈ X × Y | y ∈ F(x)}.

A multivalued mapping F : X � Y is called upper semicontinuous (shortly, u.s.c.) if, for
each open subset U ⊂ Y , the set {x ∈ X | F(x) ⊂ U} is open in X.

Let J ⊂ R be a compact interval. A mapping F : J � Y , where Y is a separable metric
space, is called measurable if, for each open subset U ⊂ Y , the set {t ∈ J | F(t) ⊂ U} belongs
to a σ -algebra of subsets of J .

A multivalued mapping F : X � Y is called compact if the set F(X) =
⋃

x∈X F(x) is con-
tained in a compact subset of Y and it is called quasi-compact if it maps compact sets onto
relatively compact sets.

Let J ⊂ R be a given compact interval. A multivalued mapping F : J × X � Y , where Y
is a separable Banach space, is called an upper-Carathéodory mapping if the map F(·, x) :
J � Y is measurable, for all x ∈ X, the map F(t, ·) : X � Y is u.s.c., for almost all t ∈ J , and
the set F(t, x) is compact and convex, for all (t, x) ∈ J × X.

The technique that will be used for proving the existence and localization result consists
in constructing a sequence of approximating problems. This construction will be made on
the basis of the Scorza-Dragoni-type result developed in [] (cf. also []).

For more details concerning multivalued analysis, see e.g. [, , ].

Definition . An upper-Carathéodory mapping F : [, T] × X × X � X is said to have
the Scorza-Dragoni property if there exists a multivalued mapping F : [, T] × X × X �
X ∪ {∅} with compact, convex values having the following properties:

(i) F(t, x, y) ⊂ F(t, x, y), for all (t, x, y) ∈ [, T] × X × X ,
(ii) if u, v : [, T] → X are measurable functions with v(t) ∈ F(t, u(t), u̇(t)), for a.a.

t ∈ [, T], then also v(t) ∈ F(t, u(t), u̇(t)), for a.a. t ∈ [, T],
(iii) for every ε > , there exists a closed Iε ⊂ [, T] such that μ([, T] \ Iε) < ε,

F(t, x, y) �= ∅, for all (t, x, y) ∈ Iε × X × X , and F is u.s.c. on Iε × X × X .

The following two propositions are crucial in our investigation. The first one is almost a
direct consequence of the main result in [] (cf. [] and [, Proposition ]). The second
one allows us to construct a sequence of approximating problems of ().

Proposition . Let E be a separable Banach space and F : [, T] × E × E � E be an
upper-Carathéodory mapping. If F is globally measurable or quasi-compact, then F has
the Scorza-Dragoni property.

Proposition . (cf. [, Theorem .]) Let E be a Banach space and K ⊂ E a non-empty,
open, convex, bounded set such that  ∈ K . Moreover, let ε >  and V : E →R be a Fréchet
differentiable function with V̇ Lipschitzian in B(∂K , ε) satisfying

(H) V |∂K = ,
(H) V (x) ≤ , for all x ∈ K ,
(H) ‖V̇ (x)‖ ≥ δ, for all x ∈ ∂K , where δ >  is given.

http://www.boundaryvalueproblems.com/content/2014/1/23
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Then there exist k ∈ (, ε] and a bounded Lipschitzian function φ : B(∂K , k) → E such that
〈V̇x,φ(x)〉 = , for every x ∈ B(∂K , k).

Remark . Let us note that the function x → φ(x)‖V̇x‖, where φ and V̇x are the same
as in Proposition ., is Lipschitzian and bounded in B(∂K , k). The symbol V̇x denotes as
usually the first Fréchet derivative of V at x.

Example . If V satisfies all the assumptions of Proposition ., then it is easy to prove
the existence of σ ∈ (, ε] such that ‖V̇x‖ ≥ δ

 , for all x ∈ B(∂K ,σ ). Consequently, when E
is an arbitrary Hilbert space, we can define φ : B(∂K ,σ ) → E by the formula

φ(x) :=
∇V (x)

‖∇V (x)‖

which satisfies all the properties mentioned in Proposition ..

Definition . Let N be a partially ordered set, E be a Banach space and let P(E) denote
the family of all non-empty bounded subsets of E. A function β : P(E) → N is called a
measure of non-compactness (m.n.c.) in E if β(co�) = β(�), for all � ∈ P(E), where co�

denotes the closed convex hull of �.
A m.n.c. β is called:

(i) monotone if β(�) ≤ β(�), for all � ⊂ � ⊂ E,
(ii) non-singular if β({x} ∪ �) = β(�), for all x ∈ E and � ⊂ E.

If N is a cone in a Banach space, then a m.n.c. β is called:
(iii) semi-homogeneous if β(t�) = |t|β(�), for every t ∈R and every � ⊂ E,
(iv) regular when β(�) =  if and only if � is relatively compact,
(v) algebraically subadditive if γ (� + �) ≤ γ (�) + γ (�), for all �,� ⊂ E.

The typical example of an m.n.c. is the Hausdorff measure of non-compactness γ defined,
for all � ⊂ E by

γ (�) := inf

{
ε >  : ∃n ≥  ∃x, . . . , xn ∈ E : � ⊂

n⋃
i=

B
({xi}, ε

)}
.

The Hausdorff m.n.c. is monotone, non-singular, semi-homogeneous and regular. More-
over, if M ∈L(E) and � ⊂ E, then (see, e.g., [])

γ (M�) ≤ ‖M‖L(E)γ (�). ()

Let E be a separable Banach space and {fn}n ⊂ L([, T], E) be such that ‖fn(t)‖ ≤ α(t),
γ ({fn(t)}n) ≤ c(t), for a.a. t ∈ [, T], all n ∈ N and suitable α, c ∈ L([, T],R), then (cf. [])

γ

({∫ T


fn(t) dt

}
n

)
≤

∫ T


c(t) dt. ()

Moreover, if h : E � E is L-Lipschitzian, then

γ
(
h(�)

) ≤ Lγ (�), ()

for all bounded � ⊂ E.
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Furthermore, for all subsets � of E (see e.g. []),

γ

( ⋃
λ∈[,]

λ�

)
= γ (�). ()

Let us now introduce the function

α(�) := max
{wn}n⊂�

(
sup

t∈[,T]

[
γ
({

wn(t)
}

n

)
+ γ

({
ẇn(t)

}
n

)]
,

modC
({wn}n

)
+ modC

({ẇn}n
))

, ()

defined on the bounded � ⊂ C([, T], E), where the ordering is induced by the pos-
itive cone in R

 and where modC(�) denotes the modulus of continuity of a subset
� ⊂ C([, T], E).a It was proved in [] that the function α given by () is an m.n.c. in
C([, T], E) that is monotone, non-singular and regular.

Definition . Let E be a Banach space and X ⊂ E. A multivalued mapping F : X � E
with compact values is called condensing with respect to an m.n.c. β (shortly, β-condensing)
if, for every bounded � ⊂ X such that β(F(�)) ≥ β(�), we see that � is relatively compact.

A family of mappings G : X × [, ] � E with compact values is called β-condensing if,
for every bounded � ⊂ X such that β(G(� × [, ])) ≥ β(�), we see that � is relatively
compact.

The proof of the main result (cf. Theorem . below) will be based on the following
slight modification of the continuation principle developed in []. Since the proof of this
modified version differs from the one in [] only slightly in technical details, we omit it
here.

Proposition . Let us consider the b.v.p.

ẍ(t) ∈ ϕ(t, x(t), ẋ(t)), for a.a. t ∈ [, T],
x ∈ S,

}
()

where ϕ : [, T] × E × E � E is an upper-Carathéodory mapping and S ⊂ AC([, T], E).
Let H : [, T] × E × E × E × E × [, ] � E be an upper-Carathéodory mapping such that

H(t, c, d, c, d, ) ⊂ ϕ(t, c, d), for all (t, c, d) ∈ [, T] × E × E.

Moreover, assume that the following conditions hold:
(i) There exist a closed set S ⊂ S and a closed, convex set Q ⊂ C([, T], E) with a

non-empty interior Int Q such that each associated problem

P(q,λ)
ẍ(t) ∈ H(t, x(t), ẋ(t), q(t), q̇(t),λ), for a.a. t ∈ [, T],
x ∈ S,

}

where q ∈ Q and λ ∈ [, ], has a non-empty, convex set of solutions (denoted by
T(q,λ)).

http://www.boundaryvalueproblems.com/content/2014/1/23
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(ii) For every non-empty, bounded set � ⊂ E × E × E × E, there exists
ν� ∈ L([, T], [,∞)) such that

∥∥H(t, x, y, u, v,λ)
∥∥ ≤ ν�(t),

for a.a. t ∈ [, T] and all (x, y, u, v) ∈ � and λ ∈ [, ].
(iii) The solution mapping T is quasi-compact and μ-condensing with respect to a

monotone and non-singular m.n.c. μ defined on C([, T], E).
(iv) For each q ∈ Q, the set of solutions of problem P(q, ) is a subset of Int Q, i.e.

T(q, ) ⊂ Int Q, for all q ∈ Q.
(v) For each λ ∈ (, ), the solution mapping T(·,λ) has no fixed points on the boundary

∂Q of Q.
Then the b.v.p. () has a solution in Q.

3 Main result
Combining the foregoing continuation principle with the Scorza-Dragoni-type technique
(cf. Proposition .), we are ready to state the main result of the paper concerning the
solvability and localization of a solution of the multivalued Dirichlet problem ().

Theorem . Consider the Dirichlet b.v.p. (). Suppose that F : [, T] × E × E � E is an
upper-Carathéodory mapping which is either globally measurable or quasi-compact. Fur-
thermore, let K ⊂ E be a non-empty, open, convex, bounded subset containing  of a sepa-
rable Banach space E satisfying the Radon-Nikodym property. Let the following conditions
(i)-(iii) be satisfied:

(i) γ (F(t,� × �)) ≤ g(t)(γ (�) + γ (�)), for a.a. t ∈ [, T] and each � ⊂ K , and each
bounded � ⊂ E, where g ∈ L([, T], [,∞)) and γ is the Hausdorff m.n.c. in E.

(ii) For every non-empty, bounded � ⊂ E, there exists ν� ∈ L([, T], [,∞)) such that

∥∥F(t, x, y)
∥∥ ≤ ν�(t), ()

for a.a. t ∈ [, T] and all (x, y) ∈ � × E.
(iii)

(T + )‖g‖L([,T],R) < .

Furthermore, let there exist ε >  and a function V ∈ C(E,R), i.e. a twice continuously
differentiable function in the sense of Fréchet, satisfying (H)-(H) (cf. Proposition .) with
Fréchet derivative V̇ Lipschitzian in B(∂K , ε).b Let there still exist h >  such that

〈
V̈x(v), v

〉 ≥ , for all x ∈ B(∂K , h), v ∈ E, ()

where V̈x(v) denotes the second Fréchet derivative of V at x in the direction (v, v) ∈ E × E.
Finally, let

〈V̇x, w〉 > , ()

for a.a. t ∈ (, T) and all x ∈ ∂K , v ∈ E, and w ∈ F(t, x, v).

http://www.boundaryvalueproblems.com/content/2014/1/23
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Then the Dirichlet b.v.p. () admits a solution whose values are located in K . If, moreover,
 /∈ F(t, , ), for a.a. t ∈ [, T], then the obtained solution is non-trivial.

Proof Since the proof of this result is rather technical, it will be divided into several steps.
At first, let us define the sequence of approximating problems. For this purpose, let k be
as in Proposition . and consider a continuous function τ : E → [, ] such that τ (x) = ,
for all x ∈ E \ B(∂K , k), and τ (x) = , for all x ∈ B(∂K , k

 ). According to Proposition . (see
also Remark .), the function φ̂ : E → E, where

φ̂(x) =

{
τ (x) · φ(x) · ‖V̇x‖, for all x ∈ B(∂K , k),
, for all x ∈ E \ B(∂K , k),

is well defined, continuous and bounded.
Since the mapping (t, x, y) � F(t, x, y) has, according to Proposition ., the Scorza-

Dragoni property, we are able to find a decreasing sequence {Jm}m of subsets of [, T]
and a mapping F : [, T] × E × E � E ∪ {∅} with compact, convex values such that, for
all m ∈N,

• μ(Jm) < 
m ,

• [, T] \ Jm is closed,
• (t, x, y) � F(t, x, y) is u.s.c. on [, T] \ Jm × E × E,
• ν�K is continuous in [, T] \ Jm (cf. e.g. []).

If we put J =
⋂∞

m= Jm, then μ(J) = , F(t, x, y) �= ∅, for all t ∈ [, T] \ J , the mapping
(t, x, y) � F(t, x, y) is u.s.c. on [, T] \ J × E × E and ν�K is continuous in [, T] \ J .

For each m ∈N, let us define the mapping Fm : [, T]×E ×E � E with compact, convex
values by the formula

Fm(t, x, y) :=

{
F(t, x, y) + ν�K (t)(χJm (t) + 

m )φ̂(x), for all (t, x, y) ∈ [, T] \ J × E × E,
ν�K (t)(χJm (t) + 

m )φ̂(x), for all (t, x, y) ∈ J × E × E.

Let us consider the b.v.p.

(Pm)
ẍ(t) ∈ Fm(t, x(t), ẋ(t)), for a.a. t ∈ [, T],
x(T) = x() = .

}

Now, let us verify the solvability of problems (Pm). Let m ∈ N be fixed. Since F is glob-
ally u.s.c. on [, T] \ J × E × E, Fm(·, x, y) is measurable, for each (x, y) ∈ E × E, and,
due to the continuity of φ̂, Fm(t, ·, ·) is u.s.c., for all t ∈ [, T] \ J . Therefore, Fm is an
upper-Carathéodory mapping. Moreover, let us define the upper-Carathéodory mapping
Hm : [, T] × E × E × E × E × [, ] � E by the formula

Hm(t, x, y, u, v,λ)

≡ Hm(t, u, v,λ)

:=

⎧⎪⎨
⎪⎩

λF(t, u, v) + ν�K (t)(χJm (t) + 
m )φ̂(u), for all (t, x, y, u, v,λ) ∈ [, T] \ J

× E × [, ],
ν�K (t)(χJm (t) + 

m )φ̂(u), for all (t, x, y, u, v,λ) ∈ J × E × [, ].

http://www.boundaryvalueproblems.com/content/2014/1/23
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Let us show that, when m ∈ N is sufficiently large, all assumptions of Proposition .
(for ϕ(t, x, ẋ) := Fm(t, x, ẋ)) are satisfied.

For this purpose, let us define the closed set S = S by

S :=
{

x ∈ AC([, T], E
)

: x(T) = x() = 
}

and let the set Q of candidate solutions be defined as Q := C([, T], K ). Because of the
convexity of K , the set Q is closed and convex.

For all q ∈ Q and λ ∈ [, ], consider still the associated fully linearized problem

Pm(q,λ)
ẍ(t) ∈ Hm(t, q(t), q̇(t),λ), for a.a. t ∈ [, T],
x(T) = x() = ,

}

and denote by Tm the solution mapping which assigns to each (q,λ) ∈ Q × [, ] the set of
solutions of Pm(q,λ).

ad (i) In order to verify condition (i) in Proposition ., we need to show that, for each
(q,λ) ∈ Q × [, ], the problem Pm(q,λ) is solvable with a convex set of solutions. So, let
(q,λ) ∈ Q × [, ] be arbitrary and let fq,λ(·) be a measurable selection of Hm(·, q(·), q̇(·),λ),
which surely exists (see, e.g., [, Theorem ..]). According to (ii) and the definition of
Hm, it is also easy to see that fq,λ ∈ L([, T], E). The homogeneous problem corresponding
to b.v.p. Pm(q,λ),

ẍ(t) = , for a.a. t ∈ [, T],
x(T) = x() = ,

}
()

has only the trivial solution, and therefore the single-valued Dirichlet problem

ẍ(t) = fq,λ(t), for a.a. t ∈ [, T],
x(T) = x() = 

}

admits a unique solution xq,λ(·) which is one of solutions of Pm(q,λ). This is given, for
a.a. t ∈ [, T], by xq,λ(t) =

∫ T
 G(t, s)fq,λ(s) ds, where G is the Green function associated to

the homogeneous problem (). The Green function G and its partial derivative ∂
∂t G are

defined by (cf. e.g. [, pp.-])

G(t, s) =

{
(s–T)t

T , for all  ≤ t ≤ s ≤ T ,
(t–T)s

T , for all  ≤ s ≤ t ≤ T ,

∂

∂t
G(t, s) =

{
(s–T)

T , for all  ≤ t < s ≤ T ,
s
T , for all  ≤ s < t ≤ T .

Thus, the set of solutions of Pm(q,λ) is non-empty. The convexity of the solution sets fol-
lows immediately from the definition of Hm and the fact that problems Pm(q,λ) are fully
linearized.

ad (ii) Let � ⊂ E × E × E × E be bounded. Then, there exists a bounded � ⊂ E such
that � ⊂ � × � × � × � and, according to (ii) and the definition of Hm, there exists

http://www.boundaryvalueproblems.com/content/2014/1/23
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Ĵ ⊂ [, T] with μ(Ĵ) =  such that, for all t ∈ [, T] \ (J ∪ Ĵ), (x, y, u, v) ∈ � and λ ∈ [, ],

∥∥Hm(t, u, v,λ)
∥∥ ≤ ν� (t) + ν�K (t) · max

x∈B(∂K ,k)

∥∥φ̂(x)
∥∥.

Therefore, the mapping Hm(t, q(t), q̇(t),λ) satisfies condition (ii) from Proposition ..
ad (iii) Since the verification of condition (iii) in Proposition . is technically the most

complicated, it will be split into two parts: (iii) the quasi-compactness of the solution
operator Tm, (iii) the condensity of Tm w.r.t. the monotone and non-singular m.n.c. α

defined by ().
ad (iii) Let us firstly prove that the solution mapping Tm is quasi-compact. Since

C([, T], E) is a complete metric space, it is sufficient to prove the sequential quasi-
compactness of Tm. Hence, let us consider the sequences {qn}, {λn}, qn ∈ Q, λn ∈ [, ],
for all n ∈ N, such that qn → q in C([, T], E) and λn → λ. Moreover, let xn ∈ Tm(qn,λn),
for all n ∈N. Then there exists, for all n ∈N, kn(·) ∈ F(·, qn(·), q̇n(·)) such that

ẍn(t) = fn(t), for a.a. t ∈ [, T], ()

where

fn(t) = λnkn(t) + ν�K (t)
(

χJm (t) +

m

)
φ̂
(
qn(t)

)
, ()

and that

xn(T) = xn() = .

Since qn → q and q̇n → q̇ in C([, T], E), there exists a bounded � × � ⊂ E × E such that
(qn(t), q̇n(t)) ∈ � × �, for all t ∈ [, T] and n ∈ N. Therefore, there exists, according to
condition (ii), ν� ∈ L([, T], [,∞)) such that ‖fn(t)‖ ≤ � (t), for every n ∈ N and a.a.
t ∈ [, T], where � (t) := ν�(t) + ν�K (t) · maxx∈B(∂K ,ε) ‖φ̂(x)‖.

Moreover, for every n ∈N and a.a. t ∈ [, T],

xn(t) =
∫ T


G(t, s)fn(s) ds ()

and

ẋn(t) =
∫ T



∂

∂t
G(t, s)fn(s) ds. ()

Thus, xn satisfies, for every n ∈N and a.a. t ∈ [, T], ‖xn(t)‖ ≤ a and ‖ẋn(t)‖ ≤ b, where

a :=
T


∫ T


� (s) ds and b :=

∫ T


� (s) ds.

Furthermore, for every n ∈N and a.a. t ∈ [, T], we have

∥∥ẍn(t)
∥∥ ≤ � (t).

Hence, the sequences {xn} and {ẋn} are bounded and {ẍn} is uniformly integrable.
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For each t ∈ [, T], the properties of the Hausdorff m.n.c. yield

γ
({

fn(t)
}

n

) ≤ γ
({

λnkn(t)
}

n

)
+ ν�K (t)

(
χJm (t) +


m

)
γ
({

φ̂
(
qn(t)

)}
n

)

≤ γ
({

kn(t)
}

n

)
+ ν�K (t)

(
χJm (t) +


m

)

× γ
({

φ
(
qn(t)

)‖V̇qn(t)‖ : qn(t) ∈ B(∂K , ε)
})

.

Since qn(t) ∈ K , for all t ∈ [, T] and all n ∈ N, it follows from condition (i) that, for a.a.
t ∈ [, T],

γ
({

fn(t)
}

n

) ≤ g(t)
(
γ
({

qn(t)
}

n

)
+ γ

({
q̇n(t)

}
n

))
+ ν�K (t)

(
χJm (t) +


m

)
γ
({

φ
(
qn(t)

)‖V̇qn(t)‖ : qn(t) ∈ B(∂K , ε)
})

≤ g(t) sup
t∈[,T]

(
γ
({

qn(t)
}

n

)
+ γ

({
q̇n(t)

}
n

))

+ ν�K (t)
(

χJm (t) +

m

)
γ
({

φ
(
qn(t)

)‖V̇qn(t)‖ : qn(t) ∈ B(∂K , ε)
})

.

Since the function x → φ(x)‖V̇x‖ is Lipschitzian on B(∂K , ε) with some Lipschitz constant
L̂ >  (see Remark .), we get

γ
({

fn(t)
}

n

) ≤
(

g(t) + L̂ν�K (t)
(

χJm (t) +

m

))
sup

t∈[,T]

(
γ
({

qn(t)
}

n

)
+ γ

({
q̇n(t)

}
n

))
. ()

Since qn → q and q̇n → q̇ in C([, T], E), we get, for all t ∈ [, T], γ ({qn(t)}n) = γ ({q̇n(t)}n) =
, which implies that γ ({fn(t)}n) = , for all t ∈ [, T].

For all (t, s) ∈ [, T]× [, T], the sequence {G(t, s)fn(s)} is relatively compact as well since,
according to the semi-homogeneity of the Hausdorff m.n.c.,

γ
({

G(t, s)fn(s)
}) ≤ ∣∣G(t, s)

∣∣γ ({
fn(s)

})
= , for all (t, s) ∈ [, T] × [, T]. ()

Moreover, by means of () and (),

γ
({

xn(t)
})

= γ

({∫ T


G(t, s)fn(s) ds

})
= , for all t ∈ [, T].

By similar reasoning, we also get

γ
({

ẋn(t)
})

= , for all t ∈ [, T],

by which {xn(t)}, {ẋn(t)} are relatively compact, for all t ∈ [, T].
Moreover, since xn satisfies for all n ∈ N (), {ẍn(t)} is relatively compact, for a.a. t ∈

[, T]. Thus, according to [, Lemma III..], there exist a subsequence of {ẋn}, for the
sake of simplicity denoted in the same way as the sequence, and x ∈ C([, T], E) such that
{ẋn} converges to ẋ in C([, T], E) and {ẍn} converges weakly to ẍ in L([, T], E). According
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to the classical closure results (cf. e.g. [, Lemma ..]), x ∈ Tm(q,λ), which implies the
quasi-compactness of Tm.

ad (iii) In order to show that, for m ∈ N sufficiently large, Tm is α-condensing with
respect to the m.n.c. α defined by (), let us consider a bounded subset � ⊂ Q such that
α(Tm(� × [, ])) ≥ α(�). Let {xn} ⊂ Tm(� × [, ]) be a sequence such that

α
(
Tm

(
� × [, ]

))
=

(
sup

t∈[,T]

[
γ
({

xn(t)
}

n

)
+ γ

({
ẋn(t)

}
n

)]
, modC

({xn}n
)

+ modC
({ẋn}n

))
.

At first, let us show that the set Tm(�× [, ]) is bounded. If x ∈ Tm(�× [, ]), then there
exist q ∈ �, λ ∈ [, ] and k(·) ∈ F(·, q(·), q̇(·)) such that

x(t) =
∫ T


G(t, s)f (s) ds, ẋ(t) =

∫ T



∂G(t, s)
∂t

f (s) ds, for all t ∈ [, T],

with f (t) = λk(t) + ν�K (t)(χJm (t) + 
m )φ̂(q(t)), for a.a. t ∈ [, T].

Since � is bounded, there exists � ⊂ E such that q(t) ∈ �, for all q ∈ � and all t ∈ [, T].
Hence, according to (ii), there exists ν� ∈ L([, T]) such that ‖k(t)‖ ≤ ν�(t), for a.a. t ∈
[, T]. Consequently

∥∥x(t)
∥∥

E ≤ max
(t,s)∈[,]×[,]

∣∣G(t, s)
∣∣[∫ T


ν�(s) ds +  max

x∈B(∂K ,k)

∥∥φ̂(x)
∥∥∫ T


ν�K (t)

]

≤ T


‖ν�‖ +  max
x∈B(∂K ,k)

∥∥φ̂(x)
∥∥ · ‖ν�K‖.

Similarly,

∥∥ẋ(t)
∥∥

E ≤ max
(t,s)∈[,]×[,]

∣∣∣∣∂G(t, s)
∂

∣∣∣∣
[∫ T



∥∥k(s)
∥∥ds +  max

x∈B(∂K ,k)

∥∥φ̂(x)
∥∥∫ T


ν�K (t)

]

≤ ‖ν�‖ +  max
x∈B(∂K ,k)

∥∥φ̂(x)
∥∥ · ‖ν�K‖.

Thus, the set Tm(� × [, ]) is bounded.
Moreover, we can find {qn} ⊂ �, {λn} ⊂ [, ] and {kn} satisfying, for a.a. t ∈ [, T],

kn(t) ∈ F(t, qn(t), q̇n(t)), such that, for all t ∈ [, T], xn(t) and ẋn(t) are defined by () and
(), respectively, where fn(t) is defined by ().

By similar reasoning as in the part ad (iii), we obtain

γ
({

fn(t)
}

n

) ≤
(

g(t) + L̂ν�K (t)
(

χJm (t) +

m

))
sup

t∈[,T]

(
γ
({

qn(t)
}

n

)
+ γ

({
q̇n(t)

}
n

))
,

for a.a. t ∈ [, T], and that

∥∥fn(t)
∥∥ ≤ ∥∥kn(t)

∥∥ +  · max
x∈B(∂K ,ε)

∥∥φ̂(x)
∥∥ · ν�K (t), for a.a. t ∈ [, T] and all n ∈N.

Since kn(t) ∈ F(t, qn(t), q̇n(t)), for a.a. t ∈ [, T], and qn ∈ �, for all n ∈ N, where � is a
bounded subset of C([, T], E), there exists � ⊂ K such that qn(t) ∈ �, for all n ∈ N and
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t ∈ [, T]. Hence, it follows from condition (ii) that

∥∥fn(t)
∥∥ ≤ ν�(t) +  · ν�K (t) · max

x∈B(∂K ,ε)

∥∥φ̂(x)
∥∥, for a.a. t ∈ [, T]. ()

This implies ‖G(t, s)fn(t)‖ ≤ |G(t, s)|(ν�(t) +  · ν�K (t) · maxx∈B(∂K ,ε)‖φ̂(x)‖), for a.a. t, s ∈
[, T] and all n ∈ N.

Moreover, by virtue of the semi-homogeneity of the Hausdorff m.n.c., for all (t, s) ∈
[, T] × [, T], we have

γ
({

G(t, s)fn(s)
}

n

) ≤ ∣∣G(t, s)
∣∣γ ({

fn(s)
}

n

) ≤ T


γ
({

fn(s)
}

n

)
≤ T



(
g(t) + L̂ν�K (t)

(
χJm (t) +


m

))

× sup
t∈[,T]

(
γ
({

qn(t)
}

n

)
+ γ

({
q̇n(t)

}
n

))
.

Let us denote

S := sup
t∈[,T]

(
γ
({

qn(t)
}

n

)
+ γ

({
q̇n(t)

}
n

))

and

S∗ := sup
t∈[,T]

(
γ
({

xn(t)
}

n

)
+ γ

({
ẋn(t)

}
n

))
.

According to () and () we thus obtain for each t ∈ [, T],

γ
({

xn(t)
}

n

)
= γ

({∫ T


G(t, s)fn(s) ds

}
n

)

≤ T


(
‖g‖L + L̂

(
‖ν�K‖L(Jm) +


m

‖ν�K‖L

))
S .

By similar reasonings, we can see that, for each t ∈ [, T],

γ
({

ẋn(t)
}

n

) ≤
(

‖g‖L + L̂
(

‖ν�K‖L(Jm) +

m

‖ν�K‖L

))
S ,

when starting from condition (). Subsequently,

S∗ ≤ T + 


(
‖g‖L + L̂

(
‖ν�K‖L(Jm) +


m

‖ν�K‖L

))
S . ()

Since we assume that α(Tm(� × [, ])) ≥ α(�) and {qn}n ⊂ �, we get

S ≤ S∗ ≤ T + 


(
‖g‖L + L̂

(
‖ν�K‖L(Jm) +


m

‖ν�K‖L

))
S .

Since we have, according to (iii), T+
 ‖g‖L < , we can choose m ∈ N such that, for all

m ∈N, m ≥ m, we have

T + 


(
‖g‖L + L̂

(
‖ν�K‖L(Jm) +


m

‖ν�K‖L

))
< .
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Therefore, we get, for sufficiently large m ∈N, the contradiction S < S which ensures the
validity of condition (iii) in Proposition ..

ad (iv) For all q ∈ Q, the set Tm(q, ) coincides with the unique solution xm of the linear
system

ẍ(t) = ν�K (t)(χJm (t) + 
m )φ̂(q(t)), for a.a. t ∈ [, T],

x(T) = x() = .

}

According to () and (), for all t ∈ [, T],

xm(t) =
∫ T


G(t, s)ϕm(s) ds

and

ẋm(t) =
∫ T



∂

∂t
G(t, s)ϕm(s) ds,

where ϕm(t) := ν�K (t)(χJm (t) + 
m )φ̂(q(t)).

Since

‖ϕm‖L ≤ max
x∈B(∂K ,ε)

∥∥φ̂(x)
∥∥ ·

(
‖ν�K‖L(Jm) +

‖ν�K‖L

m

)
,

we have, for all t ∈ [, T],

∥∥xm(t)
∥∥ ≤ T


· max

x∈B(∂K ,ε)

∥∥φ̂(x)
∥∥ ·

(
‖ν�K‖L(Jm) +

‖ν�K‖L

m

)
. ()

Let us now consider r >  such that rB ⊂ K . Then it follows from () that we are able to
find m ∈ N such that, for all m ∈ N, m ≥ m, and t ∈ [, T], ‖xm‖ ≤ r. Therefore, for all
m ∈N, m ≥ m, Tm(q, ) ⊂ Int Q, for all q ∈ Q, which ensures the validity of condition (iv)
in Proposition ..

ad (v) The validity of the transversality condition (v) in Proposition . can be proven
quite analogously as in [] (see pp.- in []) with the following differences:

- due to the Dirichlet boundary conditions, t belongs to the open interval (, T),
- since A(t) = B(t) = , we have p(t) = –ν�K (t).

In this way, we can prove that there exists m ∈ N such that every problem (Pm), where
m ≥ m, satisfies all the assumptions of Proposition .. This implies that every such (Pm)
admits a solution, denoted by xm, with xm(t) ∈ K , for all t ∈ [, T]. By similar arguments
as in [], but with the expression Z(Zk + ) replaced by T

 , according to condition (ii),
we can obtain the result that there exists a subsequence, denoted as the sequence, and a
function x ∈ AC([, T], E) such that xm → x and ẋm → ẋ in C([, T], E) and also ẍm ⇀ x
in L([, T], E), when m → ∞. Thus, a classical closure result (see e.g. [, Lemma ..])
guarantees that x is a solution of () satisfying x(t) ∈ K , for all t ∈ [, T], and the sketch of
proof is so complete. �

The case when F = F + F, with F(t, ·, ·) to be completely continuous and F(t, ·, ·) to be
Lipschitzian, for a.a. t ∈ [, T], represents the most classical example of a map which is
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γ -regular w.r.t. the Hausdorff measure of non-compactness γ . The following corollary of
Theorem . can be proved quite analogously as in [, Example . and Remark .].

Corollary . Let E = H be a separable Hilbert space and let us consider the Dirichlet
b.v.p.:

ẍ(t) ∈ F(t, x(t), ẋ(t)) + F(t, x(t), ẋ(t)), for a.a. t ∈ [, T],
x() = x(T) = ,

}
()

where
(i) F : [, T] × H × H � H is an upper-Carathéodory, globally measurable,

multivalued mapping and F(t, ·, ·) : H × H � H is completely continuous, for a.a.
t ∈ [, T], such that

∥∥F(t, x, y)
∥∥ ≤ ν(t, D),

for a.a. t ∈ [, T], all x ∈ H with ‖x‖ ≤ D, where D >  is an arbitrary constant,
ν ∈ L([, T], [,∞)), and all y ∈ H ,

(ii) F : [, T] × H × H � H is a Carathéodory multivalued mapping such that

∥∥F(t, , )
∥∥ ≤ ν(t), for a.a. t ∈ [, T],

where ν ∈ L([, T], [,∞)), and F(t, ·, ·) : H × H � H is Lipschitzian, for a.a.
t ∈ [, T], with the Lipschitz constant

L <


T(T + )
.

Moreover, suppose that
(iii) there exists R >  such that, for all x ∈ H with ‖x‖ = R, t ∈ (, T), y ∈ H and

w ∈ F(t, x, y) + F(t, x, y), we have

〈x, w〉 > .

Then the Dirichlet problem () admits, according to Theorem ., a solution x(·) such
that ‖x(t)‖ ≤ R, for all t ∈ [, T].

Remark . For F(t, x, y) ≡ , the completely continuous mapping F(t, x, y) allows us to
make a comparison with classical single-valued results recalled in the Introduction. Un-
fortunately, our F in (i) (see also (ii) in Theorem .) is the only mapping which is (unlike
in [, Example . and Remark .], where under some additional restrictions quite lib-
eral growth restrictions were permitted) globally bounded w.r.t. y ∈ H . Furthermore, our
sign condition in (iii) is also (unlike again in [, Example . and Remark .], where un-
der some additional restrictions the Hartman-type condition like (iH) in the Introduction
was employed) the most restrictive among their analogies in [–]. On the other hand,
because of multivalued upper-Carathéodory maps F + F in a Hilbert space which are
γ -regular, our result has still, as far as we know, no analogy at all.
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4 Illustrative examples
The first illustrative example of the application of Theorem . concerns the integro-
differential equation

utt(t, x) + ϕ
(
t, x, ut(t, x)

)
= b(t)u(t, x) +

∫
R

k(x, y)u(t, y) dy + p
(∫

R

ψ(x)u(t, x) dx
)

f
(
u(t, x)

)
,

t ∈ [, T], x ∈R, ()

involving discontinuities in a state variable. In this equation, the non-local diffusion term∫
R

k(x, y)u(t, y) dy replaces the classical diffusion behavior given by uxx(t, x). In dispersal
models such an integral term takes into account the long-distance interactions between
individuals (see e.g. []). Moreover, when ϕ is linear in ut , () can be considered as
an alternative version of the classical telegraph equation (see e.g. [] and the references
therein), where the classical diffusivity is replaced by the present non-local diffusivity.

Telegraph equations appear in many fields such as modeling of an anomalous diffusion,
a wave propagation phenomenon, sub-diffusive systems or modeling of a pulsate blood
flow in arteries (see e.g. [, ]).

For the sake of simplicity, we will discuss here only the case when ϕ is globally bounded
w.r.t. ut . On the other hand, for non-strictly localized transversality conditions as in [],
for instance, a suitable linear growth estimate w.r.t. ut can be permitted.

Example . Let us consider the integro-differential equation () with ϕ : [, T] × R ×
R →R, b : [, T] →R, k : R×R →R, ψ : R→R and p : R →R. We assume that

(a) ϕ is Carathéodory, i.e. ϕ(·, x, y) is measurable, for all x, y ∈R, and ϕ(t, ·, ·) is
continuous, for a.a. t ∈ [, T]; ϕ(t, x, ·) is L(t)-Lipschitzian with L ∈ L([, T]);
|ϕ(t, x, y)| ≤ ϕ(t)ϕ(x), for a.a. t ∈ [, T] and all x, y ∈R, where ϕ ∈ L([, T]) and
ϕ ∈ L(R); ϕ(t, x, ) �= , for all a.a. t ∈ [, T] and all x ∈ R,

(b) b ∈ L([, T]) and satisfies b(t) ≥ b > , for a.a. t ∈ [, T],
(c) k ∈ L(R×R) with ‖k‖L(R×R) = ,
(d) p(r) ≥ , for all r ∈R; and there can exist r < r < · · · < rk such that p(·) is

continuous, for r �= ri, and p(·) has discontinuities at ri, for i = , . . . , k, with
p(r∓

i ) := limr→r∓i
p(r) ∈R,

(e) f is L-Lipschitzian; L > ; f () = ; and xf (x) > , for all x �= ,
(f ) ψ ∈ L(R) with ‖ψ‖L(R) = .
Since the function p can have some discontinuities, a solution of () satisfying the

Dirichlet conditions

u(, x) = u(T , x) = , for all x ∈ R, ()

will be appropriately interpreted in the sense of Filippov. More precisely, let us define P :
R �R by the formula

P(r) :=

{
p(r) if r �= ri,
[ min{p(ri), p(r–

i ), p(r+
i )}, max{p(ri), p(r–

i ), p(r+
i )}] if r = ri, i = , , . . . , k.
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A function u(t, x) is said to be a solution of (), () if u(t, ·) ∈ L(R), for all t ∈ [, T],
the map [, T] → L(R) defined by t → u(t, ·) is C if it is a solution of the inclusion

utt(t, x) + ϕ
(
t, x, ut(t, x)

)
∈

∫
R

k(x, y)u(t, y) dy + b(t)u(t, x) + P
(∫

R

ψ(x)u(t, x) dx
)

f
(
u(t, x)

)
()

and if it satisfies ().
If we further assume the existence of R >  such that

R >
ϕ(t)
b – 

‖ϕ‖L(R), for a.a. t ∈ [, T], ()

and that

∥∥L(t) + b(t)
∥∥

L([,T]) + ( + mL)T <


T + 
, ()

where

m := max
r∈[–R,R]

max
{

p(r), p
(
r–)

, p
(
r+)}

, ()

then the problem (), () has a solution, in the sense of Filippov, satisfying ‖u(t, ·)‖L(R) ≤
R, for a.a. t ∈ [, T].

In fact, problem (), () can be transformed into the abstract setting

{
ÿ(t) ∈ F(t, y(t), ẏ(t)), t ∈ [, T],
y(T) = y() = ,

()

where y(t) := u(t, ·) ∈ L(R), for all t ∈ [, T], and F : [, T] × L(R) × L(R) � L(R) is
defined by

F(t, y, w) := –ϕ̂(t, w) + b(t)y + K (y) + F̂(y),

where ϕ̂ : [, T] × L(R) → L(R), (t, y) �→ (x �→ ϕ(t, x, y(x))), K : L(R) → L(R), w �→
(x �→ ∫

R
k(x, y)w(y) dy), f̂ : L(R) → L(R), y �→ (x �→ f (y(x))) and F̂ : L(R) � L(R), y �

{pf̂ (y) : p ∈ P(
∫
R
ψ(x)y(x) dx)}.

Let us now examine the properties of F . According to (a), ϕ̂ is well defined. Given
y ∈ L(R), let us show that ϕ̂(·, y) is measurable. For this purpose, let � be an arbitrary
element in the dual space (L(R))′ of L(R). Hence, there exists ψ ∈ L(R) such that �(z) =∫
R

ψ(x)z(x) dx, for all z ∈ L(R), and consequently the composition � ◦ ϕ̂(·, y) : [, T] →R

is such that t → ∫
R

ψ(x)ϕ(t, x, y(x)) dx. Since ϕ is Carathéodory, it is globally measurable,
and so the mapping (t, x) → ψ(x)ϕ(t, x, y(x)) is globally measurable as well. This implies
that, according to the Fubini Theorem, the mapping � ◦ ϕ̂(·, y) is measurable, too. Finally,
since � was arbitrary, according to the Pettis Theorem (see Proposition .), ϕ̂(·, y) is mea-
surable.

Furthermore, let us show that F̂ is u.s.c. For this purpose, let y ∈ L(R) be fixed.
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(i) If r :=
∫
R

ψ(x)y(x) dx �= ri, i = , , . . . , k, then it is possible to find δ >  such that
F̂ : B(y, δ) → L(R) is single-valued, i.e. F̂(y) = p(r)f̂ (y),
r :=

∫
R

ψ(x)y(x) dx ∈ [r – δ, r + δ], for all y ∈ B(y, δ) and ri /∈ [r – δ, r + δ], for
i = , , . . . , k. Since p is continuous in [r – δ, r + δ] and f̂ is Lipschitzian, F̂ is
continuous in B(y, δ).

(ii) Let r = rj, for some j ∈ {i = , , . . . , k} and let U ⊂ L(R) be open and such that
F̂(y) ⊂ U . Moreover, let σ >  be such that r :=

∫
R

ψ(x)y(x) dx �= ri, i �= j, for any
y ∈ B(y,σ ). This implies that F̂(y) is equal either to p(r)f̂ (y) or to P(rj)f̂ (y), for all
y ∈ B(y,σ ). If r < rj is such that F̂(y) = p(r)f̂ (y), then

∥∥F̂(y) – p
(
r–

j
)
f̂ (y)

∥∥
L(R) =

∥∥p(r)f̂ (y) – p
(
r–

j
)
f̂ (y)

∥∥
L(R)

≤ ∣∣p(r) – p
(
r–

j
)∣∣ · ∥∥f̂ (y)

∥∥ + p
(
r–

j
) · ∥∥f̂ (y) – f̂ (y)

∥∥,

which implies that it is possible to find σ >  such that F(y) ⊂ U , for all y ∈ B(y,σ).
Similarly, we would obtain the same when assuming r > rj.

If F̂(y) = P(rj)f̂ (y) then, for every p ∈ P(rj),

∥∥pf̂ (y) – pf̂ (y)
∥∥

L(R) = |p| · ∥∥f̂ (y) – f̂ (y)
∥∥ ≤ m

∥∥f̂ (y) – f̂ (y)
∥∥,

which implies that also in this case it is possible to find σ >  such that F(y) ⊂ U ,
for all y ∈ B(y,σ).

Moreover, according to (a) and (c), ϕ̂ is a Carathéodory mapping such that ϕ̂(t, ·) is L(t)-
Lipschitzian, for all t ∈ [, T], and K is well defined and -Lipschitzian. It can also be shown
that, according to (d) and (e), F̂ has compact and convex values. Therefore, the mapping
F is globally measurable, and so has the Scorza-Dragoni property (cf. Proposition .).

Let us now verify particular assumptions of Theorem ..
Let � ⊂ {y ∈ L(R) | ‖y‖L(R) ≤ R}. Then, according to (f ),

∫
R

ψ(x)y(x) dx ∈ [–R, R],

for all y ∈ �. Hence,

F̂(�) =
{

pf̂ (y) : p ∈ P
(∫

R

ψ(x)y(x) dx
)

, y ∈ �

}
⊂ {

pf̂ (�) : p ∈ [, m]
}

=
{

m · α · f̂ (�) : α ∈ [, ]
}

,

where m is defined by ().
Thus,

γ
(
F̂(�)

) ≤ mγ
({

α · f̂ (�) : α ∈ [, ]
}) ≤ m · L · γ (�),

according to the Lipschitzianity of f̂ and property (). For a.a. t ∈ [, T] and all � ⊂ L(R),
we have

γ
(
F(t,� × �)

) ≤ γ
(
ϕ̂(t,�)

)
+ γ

(
b(t)�

)
+ γ

(
K (�)

)
+ γ

(
F̂(�)

)
≤ L(t)γ (�) + b(t)γ (�) + γ (�) + m · L · γ (�),
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and so condition (i) is satisfied with g(t) = L(t) + b(t) +  + m · L. The obtained form of g(t)
together with assumption () directly guarantee the condition (iii). It can also be easily
shown that properties of F ensure the validity of condition (ii).

In order to verify conditions imposed on a bounding function, let us define V : L(R) →
R, α → 

 (‖α‖
L(R) – R). The function V ∈ C(L(R),R) with V̇x : h → 〈x, h〉 obviously

satisfies (), so it is only necessary to check condition (). Thus, let α ∈ L(R), ‖α‖L(R) =
R, t ∈ (, T), v ∈ L(R) and z ∈ F(t,α, v). Then there exists p∗ ∈ P(

∫
R

ψ(x)α(x) dx) such that

z = –ϕ̂(t, v) + b(t)α + K (α) + p∗ f̂ (α).

Moreover, since p∗ ≥  and
∫
R

α(x)f (α(x)) dx ≥ , we see that

p∗
∫
R

α(x)f
(
α(x)

)
dx ≥ , ()

and since∣∣∣∣
∫
R

α(x)
∫
R

k(x, y)α(y) dy dx
∣∣∣∣ ≤ R

∫
R

∣∣α(x)
∣∣ · ∥∥k(x, y)

∥∥
L(R) dx ≤ R,

we see that∫
R

α(x)
∫
R

k(x, y)α(y) dy dx ≥ –R. ()

The properties (a)-(f ) together with the well-known Hölder inequality then yield

〈V̇α , z〉 = 〈α, z〉
= –

∫
R

α(x)ϕ
(
t, x, v(x)

)
dx + b(t)

∫
R

α(x) dx

+
∫
R

α(x)
∫
R

k(x, y)α(y) dy dx + p∗
∫
R

α(x)f
(
α(x)

)
dx

≥ –Rϕ(t)‖ϕ‖L(R) + bR – R > ,

in view of condition (), (), and ().
Hence, the Dirichlet problem () admits, according to Theorem ., a solution y satis-

fying ‖y(t)‖L(R) ≤ R, for a.a. t ∈ (, T). If u(t, x) := y(t)(x), then u is a solution of (), ()
which is the Filippov solution of the original problem (), ().

Finally, we can sum up the above result in the form of the following theorem.

Theorem . Let the assumptions (a)-(f) be satisfied. If still conditions (), () hold,
then the problem (), () admits a non-trivial solution u in the sense of Fillippov such
that ‖u(t, ·)‖L(R) ≤ R.

Remark . In [, Example .], the following formally simpler integro-differential equa-
tion in R:

utt(t, x) =
∫ 


k̃(x, y)u(t, y) dy, t ∈ (, ), x ∈ [, ],
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with non-homogeneous Dirichlet conditions

u(, x) = u(x), u(, x) = u(x), x ∈ [, ], u, u ∈ L([, ]
)
,

was solved provided k̃ : [, ] × [, ] → (,∞) is a positive kernel of the Hilbert-Schmidt-
type and the norms ‖u‖L([,]) and ‖u‖L([,]) are finite.

After the homogenization of boundary conditions, the Dirichlet problem takes the form

utt(t, x) = ϕ̃(t, x) +
∫ 


k̃(x, y)u(t, y) dy, t ∈ (, ), x ∈ [, ],

u(, x) = u(, x) = ,

where ϕ̃(t, x) :=
∫ 

 k̃(x, y){[u(y) – u(y)]t + u(y)}dy.
Thus, it can be naturally extended onto the infinite strip [, ] × R, into the form (),

(), where

ϕ(t, x, y) ≡ ϕ(t, x) :=

{
–ϕ̃(t, x) if (t, x) ∈ (, ) × [, ],
 otherwise,

k(t, z) :=

{
k̃(x, z) if (x, z) ∈ [, ] × [, ],
 otherwise,

and b(t) ≡ , p(r) ≡  or f (s) ≡ .
The result in [, Example .] cannot be, however, deduced from Theorem ., because

condition (b) in Example . cannot be satisfied in this way.
On the other hand, the linear term with coefficient b could not be implemented in their

equation, because it is not completely continuous in () below, as required in [].

In view of the arguments in Remark ., we can conclude by the second illustrative ex-
ample.

Example . Consider the following non-homogeneous Dirichlet problem in R:

utt(t, x) = b(t)u(t, x) +
∫ 

 k̃(x, y)u(t, y) dy, t ∈ (, ), x ∈ [, ],
u(, x) = u(x), u(, x) = u(x), x ∈ [, ], u, u ∈ L([, ]),

}
()

where k̃ : [, ] × [, ] → (,∞) is a positive kernel of the Hilbert-Schmidt-type such that

k := ‖k̃‖L([,]×[,]) < ∞

and b ∈ L((, )) is such that b(t) ≥ b > , for a.a. t ∈ (, ).
Furthermore, let there exist a constant L < 

 such that

ess sup
t∈(,)

b(t) ≤ L. ()

The properties of u and u guarantee that there exists B ≥  such that

‖u – u‖L([,]) + ‖u‖L([,]) ≤ B. ()
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We will show that, under () and (), problem () is solvable, in the abstract setting,
by means of Corollary ..

Problem () can be homogenized as follows:

ûtt(t, x) = ϕ(t, x) + b(t)û(t, x) +
∫ 

 k̃(x, y)û(t, y) dy, t ∈ (, ), x ∈ [, ],
û(, x) = û(, x) = ,

}
()

where

ϕ(t, x) := b(t)
{[

u(x) – u(x)
]
t + u(x)

}
+ w(t, x), t ∈ (, ), x ∈ [, ],

with w(t, x) :=
∫ 

 k̃(x, y){[u(y) – u(y)]t + u(y)}dy.
Since the Hilbert-Schmidt operator

∫ 


k(y)(·) dy : L([, ]

) → L([, ]
)
,

where k(y)(·) := k̃(x, y) is well known to be completely continuous (cf. [, Example .])
and b(t)(·) : L([, ]) → L([, ]) is, according to (), L-Lipschitzian with L < 

 , condi-
tions (i), (ii) in Corollary . can be easily satisfied, for u(t) := u(t, x), u ∈ L([, ]),

F(t, u, v) ≡ F(t, u) := ϕ(t) + f (u),

where ϕ(t) := b(t){[u – u]t + u} + w(t), w(t) := w(t, x),

f (u) :=
∫ 


k(y)u(y) dy

and

F(t, u, v) ≡ F(t, u) := b(t)u.

In this setting, problem () takes the abstract form as (), namely

ü(t) = f (u(t)) + b(t)u(t) + ϕ(t), for a.a. t ∈ (, ),
u() = u() = .

}
()

Since 〈f (u), u〉 ≥  holds, for all u ∈ L([, ]) (see [, Example .]) one can check that
the strict inequality in (iii) in Corollary . can be easily satisfied, for (), whenever

R >
B(L + k)

b
. ()

Hence, applying Corollary ., problem () admits a solution, say û(·), such that

‖û‖L([,]) ≤ R,
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where R satisfies (), and subsequently the same is true for (), i.e.

max
t∈[,]

∥∥û(t, ·)∥∥L([,]) ≤ R, ()

as claimed.
After all, we can sum up the sufficient conditions for the existence of a solution û of ()

satisfying () as follows:
• k̃ is a positive kernel of the Hilbert-Schmidt operator with the finite norm

k := ‖k̃‖L([,]×[,]) < ∞,

• there exists b > , L < 
 : b ≤ b(t) ≤ L, for a.a. t ∈ (, ),

• condition () holds.
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BOUNDING FUNCTION APPROACH FOR IMPULSIVE
DIRICHLET PROBLEMS WITH UPPER-CARATHÉODORY

RIGHT-HAND SIDE

MARTINA PAVLAČKOVÁ, VALENTINA TADDEI

Abstract. In this article, we prove the existence and localization of solutions

for a vector impulsive Dirichlet problem with multivalued upper-Carathéodory
right-hand side. The result is obtained by combining the continuation principle

with a bound sets technique. The main theorem is illustrated by an application

to the forced pendulum equation with viscous damping term and dry friction
coefficient.

1. Introduction

Given an upper-Carathéodory multivalued mapping F : [0, T ]×Rn×Rn( Rn,
we consider the multivalued vector Dirichlet problem

ẍ(t) ∈ F (t, x(t), ẋ(t)), for a.a. t ∈ [0, T ], (1.1)

x(T ) = x(0) = 0. (1.2)

Moreover, let a finite number of points 0 = t0 < t1 < · · · < tp < tp+1 = T , p ∈ N,
and real n× n matrices Ai, Bi, i = 1, . . . , p, be given.

In this article, we study the solvability of the boundary-value problem (1.1)-(1.2),
in the presence of the impulse conditions

x(t+i ) = Aix(ti), i = 1, . . . , p, (1.3)

ẋ(t+i ) = Biẋ(ti), i = 1, . . . , p, (1.4)

where limt→a+ x(t) = x(a+).
By a solution of (1.1)-(1.4) we mean a function x ∈ PAC1([0, T ],Rn) (see Section

2 for the definition) satisfying (1.1)–(1.4).
Boundary value problems with impulses have attracted lots of interest because

of their applications in many areas such as: aircraft control, drug administration,
biotechnology and population dynamics, where processes are characterized by the
fact that the model parameters are subject to short term perturbations in time. For
instance, in the treatment of some diseases, impulses may correspond to adminis-
tration of a drug treatment; in environmental sciences, impulses may correspond to
seasonal changes or harvesting; in economics, impulses may correspond to abrupt
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changes of prices. Impulsive differential equations and inclusions are adequate ap-
paratus for modeling such processes and phenomena. The theory of single valued
impulsive problems is widely developed and presents in many cases direct analo-
gies with the results for problems without impulses (see, e.g., [11, 12, 24, 30]).
The theory dealing with multivalued impulsive problems arises e.g. from single
valued problems with discontinuous right-hand sides, problems with inaccurately
known right-hand sides or from control theory. This field has not been so deeply
studied and the results have been obtained in particular for the first-order prob-
lems and using fixed point theorems or upper and lower-solutions methods; for the
overview of known results, we recommend the monographs [13, 21] and the refer-
ences therein. Few results were obtained for Dirichlet impulsive problems using
topological or variational approaches in cases when right-hand sides do not depen-
dent on the first derivative or when the impulses depend only on the first derivative
(see [1, 15, 16, 18, 25, 29]).

In this paper, not only the existence but also the localization of solutions for
the impulsive multivalued Dirichlet problem (1.1)-(1.4) are obtained by means of
bound sets technique. The bound sets approach was introduced in the single valued
case by Gaines and Mawhin [20] for obtaining the existence of solutions of first and
second order differential equations. This technique was applied for multivalued
Dirichlet, Floquet or two-point problems without impulses in [4]-[9], [28, 32]. The
existence and localization result presented in Theorem 4.1 below will be obtained
by combining the bound sets approach with the continuation principle developed
in Section 2.

This article is organized as follows. In the second section, we recall suitable
definitions and statements which will be used in the sequel. Section 3 is devoted to
the study of bound sets and Liapunov-like bounding functions for impulsive Dirich-
let problems. At first, we consider C1-bounding functions with locally Lipschitzian
gradients. Consequently, it is shown how conditions ensuring the existence of bound
set become in case of C2-bounding functions. In Section 4, the bound sets approach
is combined with the continuation principle and an existence and localization result
is obtained in this way for the impulsive Dirichlet problem (1.1)-(1.4). Section 5
deals with an application to the forced pendulum equation with viscous damping
term and dry friction coefficient.

2. Preliminaries

We start with the notation used in this article. Let (X, d) be a metric space
and A ⊂ X. By A, intA and ∂A, we mean the closure, interior and boundary of
A, respectively. For a subset A ⊂ X and ε > 0, we define the set Nε(A) := {x ∈
X : ∃a ∈ A : d(x, a) < ε}, hence Nε(A) is an open neighborhood of the set A in
X. A subset A ⊂ X is called a retract of X if there exists a continuous function
r : X → A satisfying r(x) = x for every x ∈ A; this function is called a retraction.

For a given compact real interval J , we denote by C(J,Rn) (by C1(J,Rn)) the set
of all functions x : J → Rn which are continuous (have continuous first derivatives)
on J . By AC1(J,Rn), we denote the set of functions x : J → Rn with absolutely
continuous first derivatives on J . In the sequel, the norm of a real n × n matrix
will be denoted by ‖ · ‖ and the norm in L1(J,R) by the symbol ‖ · ‖1.



EJDE-2019/12 BOUNDING FUNCTION APPROACH 3

Let PAC1([0, T ],Rn) be the space of functions x : [0, T ]→ Rn such that

x(t) =


x[0](t), for t ∈ [0, t1],
x[1](t), for t ∈ (t1, t2],
. . .

x[p](t), for t ∈ (tp, T ],

where x[0] ∈ AC1([0, t1],Rn), x[i] ∈ AC1((ti, ti+1],Rn), x(t+i ) = limt→t+i
x(t) ∈

R and ẋ(t+i ) = limt→t+i
ẋ(t) ∈ R, for i = 1, . . . , p. The space PAC1([0, T ],Rn)

equipped with the norm

‖x‖E := sup
t∈[0,T ]

|x(t)|+ sup
t∈[0,T ]

|ẋ(t)|, (2.1)

is denoted by (E, ‖ · ‖E). In a similar way, we can define the spaces PC([0, T ],Rn)
and PC1([0, T ],Rn) as the spaces of functions x : [0, T ] → Rn satisfying the
previous definition with x[0] ∈ C([0, t1],Rn), x[i] ∈ C((ti, ti+1],Rn), and with
x[0] ∈ C1([0, t1],Rn), x[i] ∈ C1((ti, ti+1],Rn), for i = 1, . . . , p, respectively. The
space PC1([0, T ],Rn) with the norm defined in (2.1) is a Banach space (see [27,
page 128]). A compactness result for subsets of PC1([0, T ],Rn) will be needed. So
we recall that a family F ⊂ PC([0, T ],Rn) is left equicontinuous (see [27]) if for
every ε > 0 and x ∈ [0, T ] there exists δ > 0 such that, for every f ∈ F ,

|f(x)− f(y)| < ε, for all y ∈ (x− δ, x]

and
|f(x+)− f(y)| < ε, for all y ∈ (x, x+ δ).

In the sequel, we use a generalized Ascoli-Arzelà theorem whose prove is given
in [27, Theorem 2], in a slightly different case, i.e. when the real valued functions
are discontinuous from the left and are just continuous in each interval [ti, ti+1).

Proposition 2.1. A family F ⊂ PC1([0, T ],Rn) is compact if and only if it is
bounded, left equicontinuous and the set {f ′ : f ∈ F} is left equicontinuous.

We also need the following definitions and notion for multivalued mappings. We
say that F is a multivalued mapping from X to Y (written F : X ( Y ), if, for
every x ∈ X, a nonempty subset F (x) of Y is given. We associate to F its graph
ΓF , i.e. the subset of X × Y defined by

ΓF := {(x, y) ∈ X × Y | y ∈ F (x)}.
The single valued function f : X → Y is called a selection of F if Γf ⊂ ΓF , i.e. if
f(x) ∈ F (x), for every x ∈ X.

A multivalued mapping F : X ( Y is called upper semi-continuous (abbrevi-
ated, u.s.c.) if, for each open set U ⊂ Y , the set {x ∈ X : F (x) ⊂ U} is open in X.
A multivalued mapping F : X ( Y is called compact if the set F (X) = ∪x∈XF (x)
is contained in a compact subset of Y . Let us note that every u.s.c. mapping with
closed values has a closed graph and that every compact multivalued mapping with
closed graph is u.s.c.

Let Y be a metric space and (Ω,U , µ) be a measurable space, i.e. a nonempty
set Ω equipped with a suitable σ-algebra U of its subsets and a countably additive
measure µ on U . A multivalued mapping F : Ω ( Y is called measurable if
{ω ∈ Ω : F (ω) ⊂ V } ∈ U , for each open set V ⊂ Y .
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We say that the mapping F : J ×Rm( Rn, where J ⊂ R is a compact interval,
is an upper-Carathéodory mapping if the map F (·, x) : J ( Rn is measurable, for
all x ∈ Rm, the map F (t, ·) : Rm ( Rn is u.s.c., for a.a. t ∈ J , and the set F (t, x)
is compact and convex, for all (t, x) ∈ J × Rm.

We shall use the following selection result, which was proved in [14, Proposition
6] in a quite general setting for a continuous function q. Its proof can be easily
extended to piecewise continuous functions, so we omit it here.

Proposition 2.2. Let J ⊂ R be a compact interval and F : J × Rm ( Rn be an
upper-Carathéodory mapping such that for every r > 0 there exists an integrable
function µr : J → [0,∞) satisfying |y| ≤ µr(t), for every (t, x) ∈ J × Rm, with
|x| ≤ r, and every y ∈ F (t, x). Then the composition F (t, q(t)) admits, for every
q ∈ PC(J,Rm), a measurable selection.

Let X ∩ Y 6= ∅ and F : X ( Y . We say that a point x ∈ X ∩ Y is a fixed point
of F if x ∈ F (x). The set of all fixed points of F is denoted by Fix(F ), i.e.

Fix(F ) := {x ∈ X : x ∈ F (x)}.
The following proposition will be applied for obtaining the existence of solutions to
boundary value problems. It follows from a result in [2, 3].

Proposition 2.3. Let X be a retract of a Banach space Y , and let T : X× [0, 1](
Y be a compact u.s.c. mapping with convex values such that T(X, 0) ⊂ X and that
Fix(T(x, λ)) ∩ ∂X = ∅, for every λ ∈ [0, 1). Then T(·, 1) has a fixed point.

We also need the following modification of the continuation principle developed
in [10] for problems on arbitrary, possibly non-compact, intervals. The differences
between the presented result and the one in [10] consist in replacement of the non-
compact interval by the compact one which simplify the last, so called transversality
condition, and in replacement of the space AC1

loc([0, T ],Rn) by the space E defined
above. For the completeness, the proof of this modified result is given here.

Proposition 2.4. Let us consider the boundary-value problem
ẍ(t) ∈ F (t, x(t), ẋ(t)), for a.a. t ∈ [0, T ],

x ∈ S, (2.2)

where F : [0, T ] × Rn × Rn ( Rn is an upper-Carathéodory mapping and S is a
subset of E. Let H : [0, T ]×R4n × [0, 1]( Rn be an upper-Carathéodory mapping
such that

H(t, c, d, c, d, 1) ⊂ F (t, c, d), for all (t, c, d) ∈ [0, T ]× R2n. (2.3)

Assume that
(i) there exists a retract Q of PC1([0, T ],Rn), with Q \ ∂Q 6= ∅, and a closed

subset S1 of S such that the associated problem
ẍ(t) ∈ H(t, x(t), ẋ(t), q(t), q̇(t), λ), for a.a. t ∈ [0, T ],

x ∈ S1
(2.4)

has, for each (q, λ) ∈ Q × [0, 1], a non-empty and convex set of solutions
T(q, λ);

(ii) there exists a nonnegative, integrable function α : [0, T ]→ R such that

|H(t, x(t), ẋ(t), q(t), q̇(t), λ)| ≤ α(t)(1 + |x(t)|+ |ẋ(t)|),
for a.a. t ∈ [0, T ], and for any (q, λ, x) ∈ ΓT;
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(iii) T(Q× {0}) ⊂ Q;
(iv) there exist constants M0 ≥ 0, M1 ≥ 0 such that |x(0)| ≤ M0 and |ẋ(0)| ≤

M1, for all x ∈ T(Q× [0, 1]);
(v) the solution map T(·, λ) has no fixed points on the boundary ∂Q of Q, for

every λ ∈ [0, 1).
Then (2.2) has a solution in S1 ∩Q.

Proof. Let us apply Proposition 2.3, where X = Q is a retract of the Banach
space Y = PC1([0, T ],Rn). First of all, notice that if there exists q ∈ ∂Q such that
T(q, 1) = q, then the result is proven. Otherwise, we get that T(Q× [0, 1])∩∂Q = ∅,
according to assumption (v). Moreover, it follows from conditions (i) and (iii), that
T has convex values and that T(Q, 0) ⊂ Q.

Let us now show that T has a closed graph. Let {(qk, λk, xk)} ⊂ ΓT such
that (qk, λk, xk) → (q, λ, x), (q, λ) ∈ Q × [0, 1] be arbitrary. Then, since xk ∈
S1, xk → x and S1 is closed, it holds that x ∈ S1. Moreover, xk is a solu-
tion of (2.4), and so, according to Proposition 2.2, we get the existence of hk ∈
H(·, xk(·), ẋk(·), qk(·), q̇k(·), λk) such that ẋk(ti+1) − ẋk(t) =

∫ ti+1

t
hk(s)ds, for ev-

ery t ∈ (ti, ti+1] and i = 0, . . . , p. The convergence of {xk} implies its boundedness
in PC1([0, T ],Rn), and therefore, we get from (ii) that |hk(t)| ≤ α(t)(1 + M), for
some M > 0, every k ∈ N and a.a. t ∈ [0, T ]. This implies that {hk} is bounded in
L1([0, T ],Rn), and so it has a weakly convergent subsequence, for the sake of sim-
plicity still denoted as the sequence, which converges to a function h. In particular,∫ ti+1

t
hk(s) ds→

∫ ti+1

t
h(s) ds, for every t ∈ (ti, ti+1] and i = 0, . . . , p. Hence,

ẋ(ti+1)− ẋ(t) = lim
k→∞

[ẋk(ti+1)− ẋk(t)] = lim
k→∞

∫ ti+1

t

hk(s) ds =
∫ ti+1

t

h(s) ds,

for t ∈ (ti, ti+1] and i = 0, . . . , p. Therefore, there exists ẍ(t) = h(t), for a.a.
t ∈ [0, T ]. It remains to prove that h ∈ H(·, x(·), ẋ(·), q(·), q̇(·), λ). Since H is
upper-Carathéodory, there exists, for every ε > 0 and a.a. t ∈ [0, T ], a positive
number δ such that, if |(c, d, e, f, g)− (q(t), q̇(t), x(t), ẋ(t), λ)| ≤ δ, then

H(t, c, d, e, f, g) ⊂ H(t, q(t), q̇(t), x(t), ẋ(t), λ) +Bε0.

Recalling that the convergence in PC1([0, T ],Rn) of qk to q and xk to x implies the
pointwise convergence of both sequences and of the sequences of their derivatives to
the same limits, we get that, for every t ∈ [0, T ] and δ > 0, there exists k such that,
for k ≥ k, |(qk(t), q̇k(t), xk(t), ẋk(t), λk) − (q(t), q̇(t), x(t), ẋ(t), λ)| ≤ δ. Therefore,
for every ε > 0 and a.a. t ∈ [0, T ], there exists k such that, if k ≥ k, then

hk(t) ∈ H(t, qk(t), q̇k(t), xk(t), ẋk(t), λk) ⊂ H(t, q(t), q̇(t), x(t), ẋ(t), λ) +Bε0.

Since ε > 0 is arbitrary, we get that h(t) ∈ H(t, q(t), q̇(t), x(t), ẋ(t), λ), for a.a.
t ∈ [0, T ], i.e. that T has a closed graph. Recalling that a compact mapping with
closed graph is u.s.c. and has compact values, it remains only to prove that T is
compact. According to Proposition 2.1, we need to prove that T(Q × [0, 1]) is
bounded, left equicontinuous, and has left equicontinuous set of derivatives.

Let x ∈ T(q, λ). Then there exists h ∈ H(·, x(·), ẋ(·), q(·), q̇(·), λ) such that, for
every t, t̃ ∈ (ti, ti+1], with t > t̃, and i = 0, . . . , p,

ẋ(t) = ẋ(t̃) +
∫ t

t̃

h(s) ds, (2.5)
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and consequently, according to Fubini’s theorem,

x(t) = x(t̃) + ẋ(t̃)(t− t̃) +
∫ t

t̃

∫ r

t̃

h(s) ds dr

= x(t̃) + ẋ(t̃)(t− t̃) +
∫ t

t̃

(t− s)h(s) ds.

(2.6)

According to (ii) and (iv), for every t ∈ [0, t1], it holds that

|x(t)|+ |ẋ(t)| ≤M0 +M1(t1 + 1) + (t1 + 1)
∫ t

0

α(s)(1 + |x(s)|+ |ẋ(s)|) ds.

Therefore, if we denote by β1 := M0 +M1(t1 + 1) + (t1 + 1)
∫ t1

0
α(s)ds, we obtain

by Gronwall’s lemma that

|x(t)|+ |ẋ(t)| ≤ β1 + β1(t1 + 1)
∫ t1

0

α(s)e(t1+1)
R t1

s
α(r) dr ds := C1.

Take now t ∈ (t1, t2]. Reasoning as above we obtain

|x(t)|+ |ẋ(t)|

≤ |x(t+1 )|+ |ẋ(t+1 )|(t2 + 1) + (t2 − t1 + 1)
∫ t

t1

α(s)(1 + |x(s)|+ |ẋ(s)|) ds

≤ ‖A1‖ · |x(t1)|+ ‖B1‖ · |ẋ(t1)|(t2 + 1)

+ (t2 − t1 + 1)
∫ t

t1

α(s)(1 + |x(s)|+ |ẋ(s)|) ds

≤ max{‖A1‖, ‖B1‖(t2 + 1)}C1 + (t2 − t1 + 1)
∫ t

t1

α(s)(1 + |x(s)|+ |ẋ(s)|) ds.

Hence, denoted by β2 := max{‖A1‖, ‖B1‖(t2 + 1)}C1 + (t2 − t1 + 1)
∫ t2
t1
α(s) ds, we

obtain that

|x(t)|+ |ẋ(t)| ≤ β2 + β2(t2 − t1 + 1)
∫ t2

t1

α(s)e(t2−t1+1)
R t2

s
α(r)dr ds := C2.

Iterating we obtain the existence of D > 0 such that |x(t)|+ |ẋ(t)| ≤ D, for every
t ∈ [0, T ], i.e. we obtain that T(Q× [0, 1]) is bounded in PC1([0, T ],Rn).

Moreover, it follows from (2.5) and (2.6) that, that for every t, t̃ ∈ (ti, ti+1] with
t > t̃ and i = 0, . . . , p,

|ẋ(t)− ẋ(t̃)| =
∣∣∣ ∫ t

t̃

h(s)ds
∣∣∣ ≤ (1 +D)

∫ t

t̃

α(s)ds,

|x(t)− x(t̃)| ≤ D|t− t̃|+ (1 +D)
∫ t

t̃

(t− s)α(s)ds.

Thus, if t 6= t1, . . . , tp, one can take δ sufficiently small such that (t − δ, t + δ) ∩
{t1, . . . , tp} = ∅ and conclude (from the absolute continuity of the Lebesgue integral)
that the functions x and ẋ are equicontinuous at t. The left equicontinuity can be
deduced similarly for t ∈ {t1, . . . , tp}.

So, we have proved that T(Q × [0, 1)) is compact, and hence, it follows from
Proposition 2.3, that there exists a fixed point of T(·, 1) in S1 ∩Q. �
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The continuation principle described in Proposition 2.4 requires in particular
that any of corresponding problems does not have solutions tangent to the boundary
of a given set Q of candidate solutions. In Section 4, we will ensure that the
candidate solutions are not tangent to the boundary of Q by means of Hartman-
type conditions (see Section 3) and by means of the following result based on
Nagumo conditions (see [31, Lemma 2.1] and [23, Lemma 5.1]).

Proposition 2.5. Let ψ : [0,+∞)→ [0,+∞) be a continuous and non-decreasing
function, with

lim
s→∞

s2

ψ(s)
ds =∞, (2.7)

and let R be a positive constant. Then there exists a positive constant

B = ψ−1(ψ(2R) + 2R) (2.8)

such that if x ∈ PC1([0, T ],Rn) is such that |ẍ(t)| ≤ ψ(|ẋ(t)|), for a.a. t ∈ [0, T ],
and |x(t)| ≤ R, for every t ∈ [0, T ], then it holds that |ẋ(t)| ≤ B, for every t ∈ [0, T ].

Let us note that the previous result is classically given for C2-functions. How-
ever, it is easy to prove (see, e.g., [7]) that the statement holds also for piecewise
continuously differentiable functions.

3. Bound sets theory for impulsive Dirichlet problems

The direct verification of transversality condition (v) in Proposition 2.4 is quite
complicated. Therefore, we now introduce a Liapunov-like function V , usually
called bounding function, which can guarantee this condition.

Let K ⊂ Rn be a nonempty, open set with 0 ∈ K and let V : Rn → R be a
continuous function satisfying

(H1) V |∂K = 0,
(H2) V (x) ≤ 0, for all x ∈ K.

Definition 3.1. A set K is called a bound set for the impulsive Dirichlet problem
(1.1)-(1.4) if every solution x of (1.1)-(1.4) such that x(t) ∈ K, for each t ∈ [0, T ],
does not satisfy x(t∗) ∈ ∂K, for any t∗ ∈ [0, T ].

Remark 3.2. Note that the existence of a bound set K for problem (1.1)-(1.4)
does not guarantee the existence of a solution for (1.1) -(1.4). It only ensures that
if there would exist a solution laying in K, then this solution would not touch the
boundary of K at any point, i.e. it would lay in intK.

At first, the sufficient conditions for the existence of a bound set for the impulsive
Dirichlet problem (1.1)-(1.4) in the general case will be shown in Proposition 3.3
below. Afterwards, the regularity assumptions on the bounding function V will be
made more strict and the practically applicable version of Proposition 3.3 will be
obtained (see Corollary 3.5 below).

Proposition 3.3. Let K ⊂ Rn be a nonempty open set with 0 ∈ K and F :
[0, T ]×Rn×Rn( Rn be an upper-Carathéodory multivalued mapping. Let a finite
number of points 0 = t0 < t1 < · · · < tp < tp+1 = T , p ∈ N, be given and let Ai, Bi,
i = 1, . . . , p, be real n× n matrices such that Ai∂K = ∂K, for all i = 1, . . . , p.
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Assume that there exists a function V ∈ C1(Rn,R), with ∇V locally Lipschitzian,
satisfying conditions (H1) and (H2). Suppose, moreover, that there exists ε > 0 such
that, for all x ∈ K ∩Nε(∂K), t ∈ (0, T ) and v ∈ Rn, the condition

lim sup
h→0−

〈∇V (x+ hv), v + hw〉 − 〈∇V (x), v〉
h

> 0 (3.1)

holds for all w ∈ F (t, x, v), and that

〈∇V (Aix), Biv〉 · 〈∇V (x), v〉 > 0, (3.2)

for all i = 1, . . . , p, x ∈ ∂K and v ∈ Rn with 〈∇V (x), v〉 6= 0.
Then K is a bound set for the impulsive Dirichlet problem (1.1)-(1.4).

Proof. We assume, by a contradiction, that K is not a bound set for the Dirichlet
problem (1.1)-(1.4), i.e. that there exist a solution x : [0, T ]→ K of (1.1)-(1.4) and
t∗ ∈ [0, T ] such that x(t∗) ∈ ∂K. The point t∗ must lay in (0, T ), according to the
boundary condition (1.2) and the fact that 0 ∈ K.

Let us define a function g : [0, T ]→ R by the formula g(t) := V (x(t)). According
to the properties of x and V , g ∈ PC1([0, T ],R) and g(t) ≤ 0 for all t. Since
g(t∗) = 0, the point t∗ is a local maximum point for g. Therefore, if t∗ /∈ {t1, . . . , tp},
ġ(t∗) = 0. Let us now prove that ġ(t∗) = 0 also when t∗ = ti+1, for some i =
0, . . . , p− 1. By a contradiction, suppose that

0 < ġ(ti+1) = 〈∇V (x(ti+1)), ẋ(ti+1)〉. (3.3)

Notice that also Ai+1x(ti+1) ∈ ∂K, and hence g(t+i+1) = g(Ai+1x(ti+1)) = 0.
According to condition (3.2), there exist two functions a(h) and b(h), with a(h)→
0, b(h)→ 0 when h→ 0, such that

ġ(t+i+1) = lim
h→0+

V (x(ti+1 + h))− V (x(t+i+1))
h

= lim
h→0+

V (x(t+i+1) + ẋ(t+i+1)h+ a(h)h)− V (x(t+i+1))
h

= lim
h→0+

〈∇V (x(t+i+1), ẋ(t+i+1) + a(h)〉h+ b(h)h
h

= 〈∇V (x(t+i+1)), ẋ(t+i+1)〉
= 〈∇V (Ai+1x(ti+1)), Bi+1ẋ(ti+1)〉 > 0.

Thus, for t > ti+1 sufficiently close to ti+1, we get that 0 ≥ g(t) > g(t+i+1) = 0, a
contradiction. Therefore, ġ(t∗) = 0 also in the case when t∗ = ti+1.

Since ∇V is locally Lipschitzian, there exist a bounded set U ⊂ Rn with x(t∗) ∈
U and a constant L > 0 such that ∇V |U is Lipschitzian with constant L. The
continuity of x in (ti, ti+1] then yields the existence of δ > 0, δ < t∗− ti, such that
x(t) ∈ U ∩ Nε(∂K), for each t ∈ [t∗ − δ, t∗]. Since ġ(t) = 〈∇V (x(t)), ẋ(t)〉, where
∇V (x(t)) is locally Lipschitzian and ẋ(t) is absolutely continuous on [t∗ − δ, t∗],
there exists g̈ ∈ L1([t∗ − δ, t∗],R). Moreover, there exists a point t∗∗ ∈ (t∗ − δ, t∗),
such that ġ(t∗∗) ≥ 0, because t∗ is a local maximum point. Consequently,

0 ≥ −ġ(t∗∗) = ġ(t∗)− ġ(t∗∗) =
∫ t∗

t∗∗
g̈(s) ds. (3.4)
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Let t ∈ (t∗∗, t∗) be such that g̈(t) and ẍ(t) exist. Then there exist two functions
a(h) and b(h), with a(h)→ 0, b(h)→ 0 when h→ 0, such that, for each h,

ẋ(t+ h) = ẋ(t) + h[ẍ(t) + a(h)], (3.5)

x(t+ h) = x(t) + h[ẋ(t) + b(h)]. (3.6)

Consequently,

g̈(t)

= lim
h→0

ġ(t+ h)− ġ(t)
h

= lim sup
h→0−

ġ(t+ h)− ġ(t)
h

= lim sup
h→0−

〈∇V (x(t+ h)), ẋ(t+ h)〉 − 〈∇V (x(t)), ẋ(t)〉
h

= lim sup
h→0−

〈∇V (x(t) + h[ẋ(t) + b(h)]), ẋ(t) + h[ẍ(t) + a(h)]〉 − 〈∇V (x(t)), ẋ(t)〉
h

≥ lim sup
h→0−

[ 〈∇V (x(t) + hẋ(t)), ẋ(t) + h[ẍ(t) + a(h)]〉 − 〈∇V (x(t)), ẋ(t)〉
h

− L · |b(h)| · |ẋ(t) + h[ẍ(t) + a(h)]|
]

= lim sup
h→0−

[ 〈∇V (x(t) + hẋ(t)), ẋ(t) + hẍ(t)〉 − 〈∇V (x(t)), ẋ(t)〉
h

− L · |b(h)| · |ẋ(t) + h[ẍ(t) + a(h)]|+ 〈∇V (x(t) + hẋ(t)), a(h)〉
]
.

Since 〈∇V (x(t) + hẋ(t)), a(h)〉−L · |b(h)| · |ẋ(t) + h[ẍ(t) + a(h)]| → 0 as h→ 0 and
since assumption (3.1) holds,

g̈(t) ≥ lim sup
h→0−

〈∇V (x(t) + hẋ(t)), ẋ(t) + hẍ(t)〉 − 〈∇V (x(t)), ẋ(t)〉
h

> 0,

which leads to a contradiction with inequality (3.4). �

Definition 3.4. A function V : Rn → R satisfying (H1), (H2), (3.1), and (3.2) is
called a bounding function for (1.1)-(1.4).

When the bounding function V is of class C2, condition (3.1) can be rewritten
in terms of gradients and Hessian matrices.

Corollary 3.5. Let K ⊂ Rn be a nonempty open set with 0 ∈ K and F : [0, T ] ×
Rn×Rn( Rn be an upper-Carathéodory multivalued mapping. Let a finite number
of points 0 = t0 < t1 < · · · < tp < tp+1 = T, p ∈ N, be given and let Ai, Bi,
i = 1, . . . , p, be real n× n matrices such that Ai∂K = ∂K, for all i = 1, . . . , p.

Assume that there exists a function V ∈ C2(Rn,R) satisfying conditions (H1),
(H2), and (3.2). Moreover, assume that there exists ε > 0 such that, for all x ∈
K ∩Nε(∂K), t ∈ (0, T ) and v ∈ Rn, the condition

〈HV (x)v, v〉+ 〈∇V (x), w〉 > 0 (3.7)

holds for all w ∈ F (t, x, v). Then K is a bound set for problem (1.1)-(1.4).

Proof. The statement follows immediately from the fact that if V ∈ C2(Rn,R),
then, for all x ∈ K ∩Nε(∂K), t ∈ (0, T ), v ∈ Rn and w ∈ F (t, x, v), there exists

lim
h→0

〈∇V (x+ hv), v + hw〉 − 〈∇V (x), v〉
h

= 〈HV (x)v, v〉+ 〈∇V (x), w〉.
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�

Remark 3.6. In conditions (3.1), (3.2) and (3.7), the element v plays the role of
the first derivative of the solution x. If x(t) ∈ K, for every t ∈ J , then, according
to Proposition 2.5 and the fact that R = max{|c| : c ∈ K} ∈ R, it holds that
|ẋ(t)| ≤ B, for every t ∈ J , where B is defined by (2.8). Hence, it is sufficient to
require conditions (3.1), (3.2) and (3.7) in Proposition 3.3 and Corollary 3.5 only
for all v ∈ Rn with |v| ≤ B and not for all v ∈ Rn.

4. Existence and localization results for Dirichlet problems

In this section,we study (1.1)-(1.4) by combining the continuation principle in
Proposition 2.4 with bound sets results developed in the previous section. After
rewriting (1.1)-(1.4) in the abstract form (2.2), we will be able to verify all condi-
tions in Proposition 2.4.

Theorem 4.1. Let K ⊂ Rn be a nonempty, open, bounded and convex set with
0 ∈ K and let us consider (1.1)-(1.4), where F : [0, T ] × Rn × Rn ( Rn is an
upper-Carathéodory multivalued mapping, 0 = t0 < t1 < · · · < tp < tp+1 = T ,
p ∈ N, and Ai, Bi, i = 1, . . . , p, are real n × n matrices with Ai∂K = ∂K, for all
i = 1, . . . , p. Moreover, assume that

(i) there exists a function β : [0,∞) → [0,∞) continuous and non-decreasing
satisfying

lim
s→∞

s2

β(s)
ds =∞ (4.1)

such that
|F (t, c, d)| ≤ β(|d|), (4.2)

for a.a. t ∈ [0, T ] and every c, d ∈ Rn with |c| ≤ R := max{|x| : x ∈ K};
(ii) the problem

ẍ(t) = 0, for a.a. t ∈ [0, T ],

x(T ) = x(0) = 0,

x(t+i ) = Aix(ti), i = 1, . . . , p,

ẋ(t+i ) = Biẋ(ti), i = 1, . . . , p,

(4.3)

has only the trivial solution;
(iii) there exists a function V ∈ C1(Rn,R), with ∇V locally Lipschitzian, satis-

fying conditions (H1) and (H2);
(iv) there exists ε > 0 such that, for all λ ∈ (0, 1), x ∈ K ∩Nε(∂K), t ∈ (0, T ),

and v ∈ Rn, with |v| ≤ φ−1(φ(2R) + 2R), the condition

lim sup
h→0−

〈∇V (x+ hv), v + hw〉 − 〈∇V (x), v〉
h

> 0 (4.4)

holds for all w ∈ λF (t, x, v);
(v) for all i = 1, . . . , p, x ∈ ∂K and v ∈ Rn, with |v| ≤ φ−1(φ(2R) + 2R) and
〈∇V (x), v〉 6= 0, it holds

〈∇V (Aix), Biv〉 · 〈∇V (x), v〉 > 0.

Then (1.1)-(1.4) has a solution x(·) such that x(t) ∈ K, for all t ∈ [0, T ].
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Proof. For every c ∈ K, it holds that |c| ≤ R. According to Proposition 2.5, for
every x ∈ PC1([0, T ],Rn) with |ẍ(t)| ≤ β(|ẋ(t)|), for a.a. t ∈ [0, T ], and x(t) ∈ K,
for every t ∈ [0, T ], it holds |ẋ(t)| ≤ B, for every t ∈ [0, T ], with B defined by

B = β−1(β(2R) + 2R).

Define

Q := {q ∈ PC1([0, T ],Rn) : q(t) ∈ K, |q̇(t)| ≤ 2B, for all t ∈ [0, T ]}, (4.5)

S = S1 = Q and H(t, c, d, e, f, λ) = λF (t, e, f). Thus the associated problem (2.4)
is the fully linearized problem

ẍ(t) ∈ λF (t, q(t), q̇(t)), for a.a. t ∈ [0, T ],

x(T ) = x(0) = 0,

x(t+i ) = Aix(ti), i = 1, . . . , p,

ẋ(t+i ) = Biẋ(ti), i = 1, . . . , p.

(4.6)

For each (q, λ) ∈ Q × [0, 1], let T(q, λ) be the solution set of (4.6). Now we check
that all the assumptions of Proposition 2.4 are satisfied.

Since the closure of a convex set is still a convex set, it follows that Q is convex,
and hence a retract of PC1([0, T ],Rn).

Condition (ii) follows from assumption (i) and the fact that

|H(t, x(t), ẋ(t), q(t), q̇(t), λ| = λ|F (t, q(t), q̇(t))| ≤ β(|q̇(t)|) ≤ β(2B)

≤ β(2B)(1 + |x(t)|+ |ẋ(t)|),

for every λ ∈ [0, 1], q ∈ Q, x ∈ T(q, λ). In particular |F (t, e, f)| ≤ β(r) for every
(t, e, f) ∈ J × R2n with |f | ≤ r.

Let q ∈ Q and let fq be a measurable selection of F (·, q(·), q̇(·)), whose exis-
tence is guaranteed applying Proposition 2.2 with µr(t) ≡ β(r). Then, for any
λ ∈ [0, 1], λfq is a measurable selection of λF (·, q(·), q̇(·)). Let us consider the
corresponding single valued linear problem with linear impulses

ẍ(t) = λfq(t), for a.a. t ∈ [0, T ],

x(T ) = x(0) = 0,

x(t+i ) = Aix(ti), i = 1, . . . , p,

ẋ(t+i ) = Biẋ(ti), i = 1, . . . , p.

(4.7)

First of all, let us prove that problem (4.7) has a unique solution xλfq
. If we denote

C :=


B1(T − t1) if p = 1∏p
l=1Bl(T − tp) +

∏p
k=1Akt1

+
∑p
j=2

∏p
k=j Ak

∏j−1
l=1 Bl(tj − tj−1) if p ≥ 2,

(4.8)

it is easy to prove that the initial problem

ẍ(t) = 0, for a.a. t ∈ [0, T ],

x(0) = 0,

x(t+i ) = Aix(ti), i = 1, . . . , p,

ẋ(t+i ) = Biẋ(ti), i = 1, . . . , p
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has infinitely many solutions,

x0(t) =



ẋ0(0)t if t ∈ [0, t1],

B1ẋ0(0)(t− t1) if t ∈ (t1, t2][∏i
l=1Bl(t− ti) +

∏i
k=1Akt1

+
∑i
j=2

∏i
k=j Ak

∏j−1
l=1 Bl(tj − tj−1)

]
ẋ0(0)

if t ∈ (ti, ti+1], 2 ≤ i ≤ p+ 1

with ẋ0(0) ∈ Rn. Since x0(T ) = 0 if and only if Cẋ0(0) = 0, condition (ii) holds
if and only if C is regular. Then, for every λ ∈ [0, 1], q ∈ Q and every measurable
selection fq of F (·, q(·)q̇(·)), (4.7) has a unique solution,

xλfq
(t) =



ẋλfq
(0)t+

∫ t
0
(t− τ)fq(τ)dτ if t ∈ [0, t1],

B1ẋλfq
(0)(t− t1) +

∫ t
t1

(t− τ)fq(τ)dτ
+B1(t− t1)

∫ t1
0
fq(τ)dτ if t ∈ (t1, t2]∏i

l=1Blẋλfq (0)(t− ti) +
∫ t
ti

(t− τ)fq(τ)dτ
+
∑i
r=1

∏i
l=r Bl(t− ti)

∫ tr
tr−1

fq(τ)dτ +
∏i
k=1Akẋλfq (0)t1

+
∏i
k=1Ak

∫ t1
0

(t1 − τ)fq(τ)dτ

+
∑i
j=2

∏i
k=j Ak

[∏j−1
l=1 Blẋλfq (0)(tj − tj−1)

+
∫ tj
tj−1

(tj − τ)fq(τ)dτ

+
∑k−1
r=1

∏k−1
l=r Bl(tj − tj−1)

∫ tr
tr−1

fq(τ)dτ
]

if t ∈ (ti, ti+1], 2 ≤ i ≤ p+ 1

with

ẋλfq
(0) = −C−1

(∫ T

t1

(T − τ)fq(τ)dτ +B1(T − t1)
∫ t1

0

fq(τ)dτ
)

(4.9)

if p = 1, and

ẋλfq
(0) = −C−1

(∫ T

tp

(T − τ)fq(τ)dτ +
p∑
r=1

p∏
l=r

Bl(T − tp)
∫ tr

tr−1

fq(τ)dτ

+
p∏
k=1

Ak

∫ t1

0

(t1 − τ)fq(τ)dτ +
p∑
j=2

p∏
k=j

Ak

[∫ tj

tj−1

(tj − τ)fq(τ)dτ

+
k−1∑
r=1

k−1∏
l=r

Bl(tj − tj−1)
∫ tr

tr−1

fq(τ)dτ
])

(4.10)

if p ≥ 2. Therefore

T(q, λ) = {xλfq
: fq is a selection of F (·, q(·), q̇(·))} 6= ∅.

Given x1, x2 ∈ T(q, λ), there exist measurable selections f1
q , f

2
q of F (·, q(·), q̇(·))

such that x1 = xλf1
q

and x2 = xλf2
q
. Since the right-hand side F has convex

values, it holds that, for any c ∈ [0, 1], cf1
q + (1 − c)f2

q is a measurable selection
of F (·, q(·), q̇(·)) as well. The linearity of both the equation and of the impulses
yields that cx1 + (1− c)x2 = xcf1

q +(1−c)f2
q
, i.e. that the set of solutions of problem
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(4.6) is convex, for each (q, λ) ∈ Q × [0, 1]. Therefore, assumptions (i) and (ii) in
Proposition 2.4 are satisfied.

Condition (iii) follows immediately from the fact that 0 ∈ K and that, for λ = 0,
the associated problem has only the trivial solution, see assumption (ii).

Let xλfq
be the solution of (4.7). Then |xλfq

(0)| = 0. Moreover, according to
assumption (i) and formulas (4.9) and (4.10),

|ẋλfq (0)| ≤ ‖C−1‖
[
β(2B)

1
2
T 2 + T 2‖B1‖β(2B)

]
= T 2‖C−1‖ · β(2B)

[1
2

+ ‖B1‖
]

if p = 1 and

|ẋλfq
(0)| ≤ ‖C−1‖

[1
2
T 2β(2B) + T 2

p∏
l=1

‖Bl‖ · β(2B)

+
1
2
T 2

p∏
k=1

‖Ak‖β(2B) + T 2

p∏
l=1

‖Bl‖
p∏
k=1

‖Ak‖ · β(2B)
]

= T 2‖C−1‖ · β(2B)
[1

2
+

p∏
l=1

‖Bl‖

+
p∏
k=1

‖Ak‖+
p∏
l=1

‖Bl‖
p∏
k=1

‖Ak‖
]

if p ≥ 2. Therefore there exists a constant M1 such that |ẋ(0)| ≤ M1, for all
solutions x of (4.6). Hence, condition (iv) in Proposition 2.4 is satisfied.

Let us assume that q∗ ∈ Q is, for some λ ∈ [0, 1), a fixed point of the solution
mapping T(·, λ). We will show now that q∗ can not lay in ∂Q.

At first, let us investigate the case when λ = 0. Then (4.6) transforms into (4.3)
which has only the trivial solution. Therefore, for λ = 0, it holds that q∗ ≡ 0 which
lays in Int Q. Hence, if λ = 0, condition (v) in Proposition 2.4 is satisfied.

Secondly, let us assume that λ ∈ (0, 1). If q∗ belongs to ∂Q, then there exists
t0 ∈ [0, T ] such that q∗(t0) ∈ ∂K or |q̇∗(t0)| = 2B. Since, for a.a. t ∈ [0, T ], we have

|q̈∗(t)| = λ|F (t, q∗(t), q̇∗(t))| ≤ β(|q̇∗(t)|)

and |q∗(t)| ≤ R, for every t ∈ [0, T ], Proposition 2.5 implies that |q̇∗(t)| ≤ B < 2B,
for every t ∈ [0, T ]. Hence, q(t0) ∈ ∂K, which is impossible, since, according to
Remark 3.6, hypotheses (iii), (iv) and (v) guarantee that K is a bound set for (4.6),
i.e. that q∗(t) ∈ K, for all t ∈ [0, T ]. Thus q∗ ∈ Int Q.

Therefore, condition (v) from Proposition 2.4 is satisfied, for all λ ∈ [0, 1], which
completes the proof. �

Remark 4.2. An easy example of impulses conditions guaranteeing assumption
(ii) in Theorem 4.1 are the antiperiodic impulses, i.e. Ai = Bi = −I, for every
i = 1, . . . , p. It follows from the proof of Theorem 4.1 that for the fulfilment of
assumption (ii), it is sufficient to prove the regularity of the matrix C defined in
(4.8). For p = 1, C = (t1 − T )I which is obviously regular. Let us show that C is
regular also when p ≥ 2. If p is even, then

∏p
k=j(−I)

∏j−1
l=1 (−I) =

∏p
l=1(−I) = I.

Hence

C = [T − tp + t1 +
p∑
j=2

(tj − tj−1)]I = TI
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which is regular. It can be shown that a similar reasoning holds also in the case
when p is odd.

Remark 4.3. When V is of class C2, then, according to Corollary 3.5, condition
(iv) in Theorem 4.1 is equivalent to requiring that, for all x ∈ K ∩ Nε(∂K), t ∈
(0, T ), and v ∈ Rn, with |v| ≤ φ−1(φ(2R) + 2R),

〈HV (x)v, v〉+ λ〈∇V (x), w〉 > 0, for every λ ∈ (0, 1) and w ∈ F (t, x, v). (4.11)

Since the function g(λ) = λ〈∇V (x), w〉 is monotone, (4.11) is then equivalent to
the following two conditions

〈HV (x)v, v〉 ≥ 0 and 〈HV (x)v, v〉+ 〈∇V (x), w〉 ≥ 0 (4.12)

that do not depend on λ.

5. Application to the forced pendulum equation

Let us consider the forced (mathematical) pendulum equation with viscous damp-
ing and dry friction terms

ẍ+ eẋ+ b sinx+ f sgn ẋ = h(t), for a.a. t ∈ [0, π], (5.1)

with antiperiodic impulses and Dirichlet boundary conditions

x(t+i ) = −x(ti), i = 1, . . . , p, (5.2)

ẋ(t+i ) = −ẋ(ti), i = 1, . . . , p, (5.3)

x(0) = x(π) = 0, (5.4)

where e, b and f are real constants and 0 = t0 < t1 < · · · < tp < tp+1 = π, p ∈ N.
The function h : [0, π] → R plays the role of the forcing term and we assume that
h ∈ L∞([0, π],R).

The study of the pendulum equation (i.e. the case b > 0, e = f = 0) dates
back to a century ago (see [22]), when it was shown that it is worth to consider
Dirichlet boundary conditions since the symmetry of the equation implies that such
solutions are related to periodic solutions. The mathematical pendulum equation
(i.e. the case b < 0, e = f = 0) was considered for the first time in [19]. More
recently, the pendulum equation was generalized introducing a non-zero viscous
damping coefficient e or a non-zero friction coefficient f (see [5, 26] for more details
about this topic). Let us mention also the paper [17], where an impulse problem is
considered in the case e = f = 0.

Because the function sgn y is discontinuous at y = 0, we should consider Filippov
solutions of (5.1) which can be identified as Carathéodory solutions of the inclusion

ẍ+ eẋ+ b sinx ∈ h(t)− f Sgn ẋ, (5.5)

where

Sgn y :=


−1, for y < 0,
[−1, 1], for y = 0,
1, for y > 0.

Let us now consider the Dirichlet multivalued problem (5.5), (5.4) with impulse
conditions (5.2), (5.3) and let us check that all the assumptions of Theorem 4.1 are
satisfied.

To verify condition (i), let us define the continuous and non-decreasing function

β(d) = ‖h‖∞ + |e‖d|+ |b|+ |f |, for all d ∈ R.
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The function β obviously satisfies (4.1) and F (t, c, d) = h(t)− ed− b sin c− f Sgn d
satisfies (4.2), for all t ∈ [0, π] and all c, d ∈ R.

Assumption (ii) holds as well since, according to Remark 4.2, the associated
homogeneous problem has only the trivial solution.

For verifying condition (iii), consider the nonempty, open, bounded, convex and
symmetric neighbourhood of the origin K = (−k, k) with k ∈ (0, π2 ] which will
be specified later and the C2−function V (x) = 1

2 (x2 − k2) that trivially satisfies
conditions (H1) and (H2).

To check condition (4.4) (which takes in our case the form (4.12), according to
Corollary 3.5 and Remark 4.3), since 〈HV (x)v, v〉 = v2 is obviously non-negative,
it is sufficient to verify that

v2 + x
(
h(t)− ev − b sinx− f Sgn v

)
= v2 − exv + xh(t)− bx sinx− fxSgn v ⊂ (0,∞),

(5.6)

for every t ∈ (0, π), v ∈ R and x ∈ R with k − ε ≤ |x| ≤ k.
(1) If x = k, then (5.6) becomes

v2 − ekv + kh(t)− bk sin k − fk Sgn v ⊂ (0,∞), (5.7)

for every t ∈ (0, π) and v ∈ R. Since k > 0,

kh(t) ≥ k inf
t∈(0,π)

h(t), for all t ∈ (0, π),

and so condition (5.7) holds if

v2 − ekv + k inf
t∈(0,π)

h(t)− bk sin k − fk Sgn v ⊂ (0,∞),∀v ∈ R. (5.8)

(a) If v = 0, then (5.8) takes the form

k inf
t∈(0,π)

h(t)− bk sin k − fks > 0

for every s ∈ [−1, 1]. This is equivalent to

inf
t∈(0,π)

h(t) > b sin k + |f |, (5.9)

since maxs∈[−1,1] fs = |f |.
(b) If v > 0, then (5.8) takes the form

v2 − ekv + k inf
t∈(0,π)

h(t)− bk sin k − fk > 0. (5.10)

If we define the function g : [0,∞)→ R by g(v) = v2−ekv+k inft∈(0,π) h(t)−
bk sin k − fk, then g(0) > 0, according to (5.9), and the minimum of g is
achieved at the point v̄ = ek

2 . Therefore, the inequality (5.10) holds if (5.9)
is satisfied in case of e ≤ 0 and if

inf
t∈(0,π)

h(t) >
e2k

4
+ b sin k + f, for e > 0.

Summing up, inequality (5.10) holds if

inf
t∈(0,π)

h(t) >
e2k

4
+ b sin k + f.
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(c) If v < 0, then (5.8) takes the form

v2 − ekv + k inf
t∈(0,π)

h(t)− bk sin k + fk > 0. (5.11)

In the same way as before, it is possible to obtain that (5.11) holds if

inf
t∈(0,π)

h(t) >
e2k

4
+ b sin k − f, for e < 0,

inf
t∈(0,π)

h(t) > b sin k − f, for e ≥ 0.

Summing up, (5.6) holds, for x = k, if

inf
t∈(0,π)

h(t) >
e2k

4
+ b sin k + |f |. (5.12)

(2) If x = −k, then (5.6) becomes

v2 + ekv − kh(t)− bk sin k + fk Sgn v ⊂ (0,∞), for every t ∈ (0, π) and v ∈ R

and analogously as in the case x = k, we obtain that (5.6) holds for x = −k if

sup
t∈(0,π)

h(t) < −e
2k

4
− b sin k − |f |. (5.13)

Therefore, (5.6) holds, for all t ∈ (0, π), v ∈ R and x ∈ R with k − ε ≤ |x| ≤ k, for
some ε > 0 sufficiently small, (due to the continuity and the inequalities (5.12) and
(5.13)) if

e2k

4
+ b sin k + |f | < inf

t∈(0,π)
h(t) ≤ sup

t∈(0,π)

h(t) < −e
2k

4
− b sin k − |f |,

which, in particular, implies that e2k
4 + b sin k + |f | < 0.

Since ∇V (x) = V̇ (x) = x and HV (x) = V̈ (x) = 1, for all x ∈ R, condition (v)
trivially holds.

In conclusion, assuming that k ∈ (0, π/2] is such that

e2k

4
+ b sin k + |f | < 0 (5.14)

and that

|h(t)| < −e
2k

4
− b sin k − |f |, for all t ∈ (0, π),

then all the assumptions of Theorem 4.1 are satisfied, and problem (5.1) admits a
solution laying in [−k, k]. We stress that such solution is not trivial, according to the
presence of the forcing term. Notice moreover that condition (5.14) is consistent,
since it never holds for small k, and therefore (5.6) is not satisfied in the whole
corresponding set K but only in some neighborhood of its boundary, as required.
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Abstract. Solutions in a given set of an impulsive Dirichlet boundary value problem are
investigated for second-order differential inclusions. The method used for obtaining the
existence and the localization of a solution is based on the combination of a fixed point
index technique developed by ourselves earlier with a bound sets approach and Scorza-
Dragoni type result. Since the related bounding (Liapunov-like) functions are strictly
localized on the boundaries of parameter sets of candidate solutions, some trajectories
are allowed to escape from these sets.
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1 Introduction

Let us consider the Dirichlet boundary value problem{
ẍ(t) ∈ F(t, x(t), ẋ(t)), for a.a. t ∈ [0, T],

x(T) = x(0) = 0,
(1.1)

where F : [0, T]×Rn ×Rn ( Rn is an upper-Carathéodory multivalued mapping.
Moreover, let a finite number of points 0 = t0 < t1 < · · · < tp < tp+1 = T, p ∈N, and real

n× n matrices Ai, Bi, i = 1, . . . , p, be given. In the paper, the solvability of the Dirichlet b.v.p.
(1.1) will be investigated in the presence of the following impulse conditions

x(t+i ) = Aix(ti), i = 1, . . . , p, (1.2)

ẋ(t+i ) = Bi ẋ(ti), i = 1, . . . , p, (1.3)

where the notation limt→a+ x(t) = x(a+) is used.

BCorresponding author. Email: valentina.taddei@unimore.it

https://doi.org/10.14232/ejqtde.2020.1.13
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By a solution of problem (1.1)–(1.3) we shall mean a function x ∈ PAC1([0, T], Rn) (see Sec-
tion 2 for the definition) satisfying (1.1), for almost all t ∈ [0, T], and fulfilling the conditions
(1.2) and (1.3).

Boundary value problems with impulses have been widely studied because of their ap-
plications in areas, where the parameters are subject to certain perturbations in time. For
instance, in the treatment of some diseases, impulses may correspond to administration of
a drug treatment or in environmental sciences, they can describe the seasonal changes or
harvesting.

While the theory of single valued impulsive problems is deeply examined (see, e.g. [9, 10,
22]), the theory dealing with multivalued impulsive problems has not been studied so much
yet (for the overview of known results see, e.g., the monographs [11, 19] and the references
therein). However, it is worth to study also the multivalued case, since the multivalued prob-
lems come e.g. from single valued problems with discontinuous right-hand sides, or from
control theory.

The most of mentioned results dealing with impulsive problems have been obtained using
fixed point theorems, upper and lower-solutions methods, or using topological and variational
approaches.

In this paper, the existence and the localization of a solution for the impulsive Dirichlet
b.v.p. (1.1)–(1.3) will be studied using a continuation principle. On this purpose, it will be
necessary to embed the original problem into a family of problems and to ensure that the
boundary of a prescribed set of candidate solutions is fixed point free, i.e. to verify so called
transversality condition. This condition can be guaranteed by a bound sets technique that was
described by Gaines and Mawhin in [17] for single valued problems without impulses. Re-
cently, in [25], a bound sets technique for the multivalued impulsive b.v.p. using non strictly
localized bounding (Liapunov-like) functions has been developed. Such a non-strict local-
ization of bounding functions makes parameter sets of candidate solutions “only” positively
invariant.

In this paper, the conditions imposed on the bounding function will be strictly localized
on the boundary of the set of candidate solutions, which eliminates this unpleasant hand-
icap. Both the possible cases will be discussed – problems with an upper semicontinuous
r.h.s. and also problems with an upper-Carathéodory r.h.s. More concretely, in Theorem 4.3
below, the upper semicontinuous case is considered and the transversality condition is ob-
tained reasoning pointwise via a C1-bounding function with a locally Lipschitzian gradient.
In Theorem 5.2, the upper-Carathéodory case and a C2-bounding function will be considered
and the reasoning will be based on a Scorza-Dragoni approximation technique. In fact, even
if the first kind of regularity of the r.h.s. is a special case of the second one, in the first case
the stronger regularity will allow to use C1-bounding functions, while in the second case, C2-
bounding functions will be needed. Moreover, even when using C2-bounding functions, the
more regularity of the r.h.s. allows to obtain the result under weaker conditions. Let us note
that a similar approach was employed for problems with upper semicontinous r.h.s. without
impulses e.g. in [3, 6] and for problems with upper-Carathéodory r.h.s. without impulses e.g.
in [4, 24].

This paper is organized as follows. In the second section, we recall suitable definitions
and statements which will be used in the sequel. Section 3 is devoted to the study of bound
sets and Liapunov-like bounding functions for impulsive Dirichlet problems with an upper
semicontinuous r.h.s. At first, C1-bounding functions with locally Lipschitzian gradients are
considered. Consequently, it is shown how conditions ensuring the existence of bound set
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change in case of C2-bounding functions. In Section 4, the bound sets approach is combined
with a continuation principle and the existence and localization result is obtained in this
way for the impulsive Dirichlet problem (1.1)–(1.3). Section 5 deals with the existence and
localization of a solution of the Dirichlet impulsive problem in case when the r.h.s. is an
upper-Carathéodory mapping. In Section 6, the obtained result is applied to an illustrative
example.

2 Some preliminaries

Let us recall at first some geometric notions of subsets of metric spaces. If (X, d) is an arbitrary
metric space and A ⊂ X, by Int(A), A and ∂A we mean the interior, the closure and the
boundary of A, respectively. For a subset A ⊂ X and ε > 0, we define the set Nε(A) := {x ∈
X | ∃a ∈ A : d(x, a) < ε}, i.e. Nε(A) is an open neighborhood of the set A in X.

For a given compact real interval J, we denote by C(J, Rn) (by C1(J, Rn)) the set of all func-
tions x : J → Rn which are continuous (have continuous first derivatives) on J. By AC1(J, Rn),
we shall mean the set of all functions x : J → Rn with absolutely continuous first derivatives
on J.

Let PAC1([0, T], Rn) be the space of all functions x : [0, T]→ Rn such that

x(t) =


x[0](t), for t ∈ [0, t1],

x[1](t), for t ∈ (t1, t2],
...

x[p](t), for t ∈ (tp, T],

where x[0] ∈ AC1([0, t1], Rn), x[i] ∈ AC1((ti, ti+1], Rn), x(t+i ) = limt→t+i
x(t) ∈ R and ẋ(t+i ) =

limt→t+i
ẋ(t) ∈ R, for every i = 1, . . . , p. The space PAC1([0, T], Rn) is a normed space with

the norm
‖x‖ := sup

t∈[0,T]
|x(t)|+ sup

t∈[0,T]
|ẋ(t)|. (2.1)

In a similar way, we can define the spaces PC([0, T], Rn) and PC1([0, T], Rn) as the spaces of
functions x : [0, T] → Rn satisfying the previous definition with x[0] ∈ C([0, t1], Rn), x[i] ∈
C((ti, ti+1], Rn) or with x[0] ∈ C1([0, t1], Rn), x[i] ∈ C1((ti, ti+1], Rn), for every i = 1, . . . , p,
respectively. The space PC1([0, T], Rn) with the norm defined by (2.1) is a Banach space (see
[23, page 128]).

A subset A ⊂ X is called a retract of a metric space X if there exists a retraction r : X → A,
i.e. a continuous function satisfying r(x) = x, for every x ∈ A. We say that a space X is
an absolute retract (AR-space) if, for each space Y and every closed A ⊂ Y, each continuous
mapping f : A → X is extendable over Y. If f is extendable only over some neighborhood
of A, for each closed A ⊂ Y and each continuous mapping f : A → X, then X is called an
absolute neighborhood retract (ANR-space). Let us note that X is an ANR-space if and only if it
is a retract of an open subset of a normed space and that X is an AR-space if and only if it is a
retract of some normed space (see, e.g. [2]). Conversely, if X is a retract (of an open subset) of
a convex set in a Banach space, then it is an AR-space (ANR-space). So, the space C1(J, Rn),
where J ⊂ R is a compact interval, is an AR-space as well as its convex subsets or retracts,
while its open subsets are ANR-spaces.
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A nonempty set A ⊂ X is called an Rδ-set if there exists a decreasing sequence {An}∞
n=1 of

compact AR-spaces such that

A =
∞⋂

n=1

An.

The following hierarchy holds for nonempty subsets of a metric space:

compact+convex ⊂ compact AR-space ⊂ Rδ-set, (2.2)

and all the above inclusions are proper. For more details concerning the theory of retracts,
see [14].

We also employ the following definitions from the multivalued analysis in the sequel. Let
X and Y be arbitrary metric spaces. We say that ϕ is a multivalued mapping from X to Y
(written ϕ : X ( Y) if, for every x ∈ X, a nonempty subset ϕ(x) of Y is prescribed. We
associate with F its graph ΓF, the subset of X×Y, defined by

ΓF := {(x, y) ∈ X×Y | y ∈ F(x)}.

Let us mention also some basic notions concerning multivalued mappings. A multivalued
mapping ϕ : X ( Y is called upper semicontinuous (shortly, u.s.c.) if, for each open U ⊂ Y, the
set {x ∈ X | ϕ(x) ⊂ U} is open in X.

Let F : J ×Rm ( Rn be an upper semicontinuous multimap and let, for all r > 0, exist
an integrable function µr : J → [0, ∞) such that |y| ≤ µr(t), for every (t, x) ∈ J ×Rm, with
|x| ≤ r, and every y ∈ F(t, x). Then if we consider the composition of F with a function
q ∈ PC1([0, T], Rn), the corresponding superposition multioperator PF(q) given by

PF(q) = { f ∈ L1([0, T]; Rm) : f (t) ∈ F(t, q(t)) a.a. t ∈ [0, T]},

is well defined and nonempty (see [12, Proposition 6]).
Let Y be a metric space and (Ω,U , ν) be a measurable space, i.e. a nonempty set Ω equipped

with a σ-algebra U of its subsets and a countably additive measure ν on U . A multivalued
mapping ϕ : Ω ( Y is called measurable if {ω ∈ Ω | ϕ(ω) ⊂ V} ∈ U , for each open set V ⊂ Y.
Obviously, every u.s.c. mapping is measurable.

We say that mapping ϕ : J ×Rm ( Rn, where J ⊂ R is a compact interval, is an upper-
Carathéodory mapping if the map ϕ(·, x) : J ( Rn is measurable, for all x ∈ Rm, the map
ϕ(t, ·) : Rm ( Rn is u.s.c., for almost all t ∈ J, and the set ϕ(t, x) is compact and convex, for
all (t, x) ∈ J ×Rm.

If X ∩Y 6= ∅ and ϕ : X ( Y, then a point x ∈ X ∩Y is called a fixed point of ϕ if x ∈ ϕ(x).
The set of all fixed points of ϕ is denoted by Fix(ϕ), i.e.

Fix(ϕ) := {x ∈ X | x ∈ ϕ(x)}.

For more information and details concerning multivalued analysis, see, e.g., [2, 8, 18, 21].

The continuation principle which will be applied in the paper requires in particular the
transformation of the studied problem into a suitable family of associated problems which
does not have solutions tangent to the boundary of a given set Q of candidate solutions. This
will be ensured by means of Hartman-type conditions (see Section 3) and by means of the
following result based on Nagumo conditions (see [27, Lemma 2.1] and [20, Lemma 5.1]).
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Proposition 2.1. Let ψ : [0,+∞)→ [0,+∞) be a continuous and increasing function, with

lim
s→∞

s2

ψ(s)
ds = ∞, (2.3)

and let R be a positive constant. Then there exists a positive constant

B = ψ−1(ψ(2R) + 2R) (2.4)

such that if x ∈ PC1([0, T], Rn) is such that |ẍ(t)| ≤ ψ(|ẋ(t)|), for a.a. t ∈ [0, T], and |x(t)| ≤ R,
for every t ∈ [0, T], then it holds that |ẋ(t)| ≤ B, for every t ∈ [0, T].

Let us note that the previous result is classically given for C2-functions. However, it is easy
to prove (see, e.g., [5]) that the statement holds also for piecewise continuously differentiable
functions.

For obtaining the existence and localization result for the case of upper-Carathéodory
r.h.s., we will need the following Scorza-Dragoni type result for multivalued maps (see [15,
Proposition 5.1]).

Proposition 2.2. Let X ⊂ Rm be compact and let F : [a, b]× X ( Rn be an upper-Carathéodory
map. Then there exists a multivalued mapping F0 : [a, b] × X ( Rn ∪ {∅} with compact, convex
values and F0(t, x) ⊂ F(t, x), for all (t, x) ∈ [a, b]× X, having the following properties:

(i) if u : [a, b] → Rm, v : [a, b] → Rn are measurable functions with v(t) ∈ F(t, u(t)), on [a, b],
then v(t) ∈ F0(t, u(t)), a.e. on [a, b];

(ii) for every ε > 0, there exists a closed Iε ⊂ [a, b] such that ν([a, b] \ Iε) < ε, F0(t, x) 6= ∅, for all
(t, x) ∈ Iε × X and F0 is u.s.c. on Iε × X.

3 Bound sets for Dirichlet problems with upper semicontinuous
r.h.s.

In this section, we consider an u.s.c. multimap F and we are interested in introducing a
Liapunov-like function V, usually called a bounding function, verifying suitable transversality
conditions which assure that there does not exist a solution of the b.v.p. lying in a closed set
K and touching the boundary ∂K of K at some point.

Let K ⊂ Rn be a nonempty open set with 0 ∈ K and V : Rn → R be a continuous function
such that

(H1) V| ∂K = 0,

(H2) V(x) ≤ 0, for all x ∈ K.

Definition 3.1. A nonempty open set K ⊂ Rn is called a bound set for problem (1.1)–(1.3) if
there does not exist a solution x of (1.1)–(1.3) such that x(t) ∈ K, for each t ∈ [0, T], and
x(t0) ∈ ∂K, for some t0 ∈ [0, T].

Firstly, we show sufficient conditions for the existence of a bound set for the second-order
impulsive Dirichlet problem (1.1)–(1.3) in the case of a smooth bounding function V with a
locally Lipschitzian gradient.
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Proposition 3.2. Let K ⊂ Rn be a nonempty open set with 0 ∈ K, F : [0, T] ×Rn ×Rn ( Rn

be an upper semicontinuous multivalued mapping with nonempty, compact, convex values. Assume
that there exists a function V ∈ C1(Rn, R) with a locally Lipschitzian gradient ∇V which satisfies
conditions (H1) and (H2). Suppose moreover that, for all x ∈ ∂K, t ∈ (0, T) \ {t1, . . . , tp} and
v ∈ Rn with

〈∇V(x), v〉 = 0, (3.1)

the following condition holds

lim inf
h→0−

〈∇V(x + hv), v + hw〉
h

> 0, (3.2)

for all w ∈ F(t, x, v). Then all solutions x : [0, T] → K of problem (1.1) satisfy x(t) ∈ K, for every
t ∈ [0, T] \ {t1, . . . , tp}.

Proof. Let x : [0, T] → K be a solution of problem (1.1). We assume by a contradiction that
there exists t ∈ [0, T] \ {t1, . . . , tp} such that x(t) ∈ ∂K. Since x(0) = x(T) = 0 ∈ K, it must be
t ∈ (0, T).

Let us define the function g in the following way g(h) := V(x(t + h)). Then g(0) = 0
and there exists α > 0 such that g(h) ≤ 0, for all h ∈ [−α, α], i.e., there is a local maximum
for g at the point 0, and g ∈ C1([−α, α], Rn), so ġ(0) = 〈∇V(x(t)), ẋ(t)〉 = 0. Consequently,
x := x(t), v := ẋ(t) satisfy condition (3.1).

Since ∇V is locally Lipschitzian, there exist an open set U ⊂ Rn, with x(t) ∈ U, and a
constant L > 0 such that ∇V|U is Lipschitzian with constant L. We can assume, without loss
of generality, that x(t + h) ∈ U for all h ∈ [−α, α].

Since g(0) = 0 and g(h) ≤ 0, for all h ∈ [−α, 0), there exists an increasing sequence of
negative numbers {hk}∞

k=1such that h1 > −α, hk → 0− as k → ∞, and ġ(hk) ≥ 0, for each
k ∈N. Since x ∈ C1([−α, 0], Rn), it holds, for each k ∈N, that

x(t + hk) = x(t) + hk[ẋ(t) + bk], (3.3)

where bk → 0 as k→ ∞.
Since x([−α, 0]) and ẋ([−α, 0]) are compact sets and F is globally upper semicontinuous

with compact values, F(·, x(·), ẋ(·)) must be bounded on [−α, 0], by which ẋ is Lipschitzian
on [−α, 0]. Thus, there exists a constant λ such that, for all k ∈N,∣∣∣∣ ẋ(t + hk)− ẋ(t)

hk

∣∣∣∣ ≤ λ,

i.e. the sequence
{ ẋ(t+hk)−ẋ(t)

hk

}∞
k=1 is bounded. Therefore, there exist a subsequence, for the

sake of simplicity denoted as the sequence, of
{ ẋ(t+hk)−ẋ(t)

hk

}
and w ∈ Rn such that

ẋ(t + hk)− ẋ(t)
hk

→ w (3.4)

as k→ ∞.
Let ε > 0 be given. Then, as a consequence of the regularity assumptions on F and

of the continuity of both x and ẋ on [−α, 0], there exists δ = δ(ε) > 0 such that, for each
h ∈ [−α, 0], h ≥ −δ, it follows that

F(t + h, x(t + h), ẋ(t + h)) ⊂ F(t, x(t), ẋ(t)) + εBn,
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where Bn denotes the unit open ball in Rn centered at the origin. Subsequently, since F is
convex valued, according to the Mean-Value Theorem (See [8], Theorem 0.5.3), there exists
kε ∈N such that, for each k ≥ kε,

ẋ(t + hk)− ẋ(t)
hk

=
1
−hk

∫ t

t+hk

ẍ(s) ds ∈ F(t, x(t), ẋ(t)) + εBn.

Since F has compact values and ε > 0 is arbitrary,

w ∈ F(t, x(t), ẋ(t)).

As a consequence of property (3.4) , there exists a sequence {ak}∞
k=1, ak → 0 as k → ∞, such

that
ẋ(t + hk) = ẋ(t) + hk[w + ak], (3.5)

for each k ∈N. Since hk < 0 and ġ(hk) ≥ 0, in view of (3.3) and (3.5),

0 ≥ ġ(hk)

hk
=
〈∇V(x(t + hk)), ẋ(t + hk)〉

hk

=
〈∇V(x(t) + hk[ẋ(t) + bk]), ẋ(t) + hk[w + ak]〉

hk
.

Since bk → 0 when k → +∞, it is possible to find k0 ∈ N such that, for all k ≥ k0, it holds
that x(t) + ẋ(t)hk ∈ U, because U is open. By means of the local Lipschitzianity of ∇V, for all
k ≥ k0,

0 ≥ ġ(hk)

hk
≥ 〈∇V(x(t) + hk ẋ(t)), ẋ(t) + hk[w + ak]〉

hk
− L · |bk| · |ẋ(t) + hk[w + ak]|

=
〈∇V(x(t) + hk ẋ(t)), ẋ(t) + hkw〉

hk
− L · |bk| · |ẋ(t) + hk[w + ak]|+ 〈∇V(x(t) + hk ẋ(t)), ak〉.

Since 〈∇V(x(t) + hk ẋ(t)), ak〉 − L · |bk| · |ẋ(t) + hk[w + ak]| → 0 as k→ ∞,

lim inf
h→0−

〈∇V(x(t) + hẋ(t)), ẋ(t) + hw〉
h

≤ 0 (3.6)

in contradiction with (3.2). Thus x(t) ∈ K for every t ∈ [0, T] \ {t1, . . . , tp}.

Remark 3.3. It is obvious that condition (3.2) in Proposition 3.2 can be replaced by the follow-
ing assumption: suppose that, for all x ∈ ∂K, t ∈ (0, T) \ {t1, . . . , tp} and v ∈ Rn satisfying
(3.1) the following condition holds

lim inf
h→0+

〈∇V(x + hv), v + hw〉
h

> 0, (3.7)

for all w ∈ F(t, x, v).

Now, let us focus our attention also to the impulsive points t1, . . . , tp.

Theorem 3.4. Let K ⊂ Rn be a nonempty open set with 0 ∈ K, F : [0, T] × Rn × Rn ( Rn

be an upper semicontinuous multivalued mapping with nonempty, compact, convex values. Assume
that there exists a function V ∈ C1(Rn, R) with a locally Lipschitzian gradient ∇V which satisfies
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conditions (H1) and (H2). Furthermore, assume that Ai, Bi, i = 1, . . . , p, are real n × n matrices
such that Ai, i = 1, . . . , p, satisfy

Ai(∂K) = ∂K, for all i = 1, . . . , p. (3.8)

Moreover, let, for all x ∈ ∂K, t ∈ (0, T) \ {t1, . . . tp} and v ∈ Rn satisfying (3.1), condition (3.2)
holds, for all w ∈ F(t, x, v).

At last, suppose that, for all x ∈ ∂K and v ∈ Rn with

〈∇V(Aix), Biv〉 ≤ 0 ≤ 〈∇V(x), v〉, for some i = 1, . . . , p, (3.9)

the following condition

lim inf
h→0−

〈∇V(x + hv), v + hw〉
h

> 0 (3.10)

holds, for all w ∈ F(ti, x, v). Then K is a bound set for the impulsive Dirichlet problem (1.1)–(1.3).

Proof. Applying Proposition 3.2, we only need to show that if x : [0, T] → K is a solution
of problem (1.1), then x(ti) ∈ K, for all i = 1, . . . , p. As in the proof of Proposition 3.2, we
argue by a contradiction, i.e. we assume that there exists i ∈ {1, . . . , p} such that x(ti) ∈ ∂K.
Following the same reasoning as in the proof of Proposition 3.2, for t = ti, we obtain

〈∇V(x(ti)), ẋ(ti)〉 ≥ 0,

because V(x(ti)) = 0 and V(x(t)) ≤ 0, for all t ∈ [0, T].
Moreover, according to the condition (3.8), V(Ai(x(ti))) = 0 as well, and so we can apply

the same reasoning to the function g̃(h) = V(x(ti + h)) for h > 0 and g̃(0) = V(x(t+i )). Since
x ∈ PC1([0, T], Rn), also g̃ ∈ C1([0, α], R) and g̃(h) ≤ 0 for h > 0 and g̃(0) = 0 imply ˙̃g(0) ≤ 0,
i.e.

0 ≥ 〈∇V(Ai(x(ti))), Bi ẋ(ti)〉.

Therefore, x := x(ti), v := ẋ(ti) satisfy condition (3.9).
Using the same procedure as in the proof of Proposition 3.2, for t = ti, we obtain the

existence of a sequence of negative numbers {hk}∞
k=1 and of point w ∈ F(ti, x(ti), ẋ(ti)) such

that
ẋ(ti + hk)− ẋ(ti)

hk
→ w as k→ ∞.

By the same arguments as in the previous proof, we get

lim inf
h→0−

〈∇V(x(ti) + hẋ(ti)), ẋ(ti) + hw〉
h

≤ 0. (3.11)

Inequality (3.11) is in a contradiction with condition (3.10), which completes the proof.

Remark 3.5. If condition (3.10) holds, for some x ∈ ∂K, v ∈ Rn satisfying (3.9) and w ∈
F(ti, x, v), then, according to the continuity of ∇V,

〈∇V(x), v〉 = 0. (3.12)

Indeed

lim inf
h→0−

〈∇V(x + hv), v + hw〉
h

= lim inf
h→0−

[
〈∇V(x + hv), v〉

h
+ 〈∇V(x + hv), w〉

]
which, since 〈∇V(x), v〉 ≥ 0, can be positive only if (3.12) holds.
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Definition 3.6. A function V : Rn → R satisfying all assumptions of Theorem 3.4 is called a
bounding function for the set K relative to (1.1)–(1.3).

For our main result concerning the existence and localization of a solution of the Dirichlet
b.v.p., we need to ensure that no solution of given b.v.p lies on the boundary ∂Q of a parameter
set Q of candidate solutions. In the following section, it will be shown that if the set Q is
defined as follows

Q := {q ∈ PC1([0, T], Rn) | q(t) ∈ K, for all t ∈ [0, T]} (3.13)

and if all assumptions of Theorem 3.4 are satisfied, then solutions of the b.v.p. (1.1)–(1.3)
behave as indicated.

Proposition 3.7. Let K ⊂ Rn be a nonempty open bounded set with 0 ∈ K, let Q ⊂ PC1([0, T], Rn)

be defined by the formula (3.13) and let F : [0, T] ×Rn ×Rn ( Rn be an upper semicontinuous
multivalued mapping with nonempty, compact, convex values. Assume that there exists a function
V ∈ C1(Rn, R) with a locally Lipschitzian gradient ∇V which satisfies conditions (H1) and (H2).
Moreover, assume that Ai, Bi, i = 1, . . . , p, are real n× n matrices such that Ai, i = 1, . . . , p, satisfy
(3.8).

Furthermore, suppose that, for all x ∈ ∂K, t ∈ (0, T) \ {t1, . . . , tp} and v ∈ Rn satisfying (3.1),
condition (3.2) holds, for all w ∈ F(t, x, v), and that, for all x ∈ ∂K and v ∈ Rn satisfying (3.9), the
condition (3.10) holds, for all w ∈ F(ti, x, v). Then problem (1.1)–(1.3) has no solution on ∂Q.

Proof. One can readily check that if x ∈ ∂Q, then there exists a point tx ∈ [0, T] such that
x(tx) ∈ ∂K. But then, according to Theorem 3.4, x cannot be a solution of (1.1)–(1.3).

Let us now consider the particular case when the bounding function V is of class C2. Then
conditions (3.2) and (3.10) can be rewritten in terms of gradients and Hessian matrices and
the following result can be directly obtained.

Corollary 3.8. Let K ⊂ Rn be a nonempty open bounded set with 0 ∈ K, let Q ⊂ PC1([0, T], Rn)

be defined by the formula (3.13) and let F : [0, T] ×Rn ×Rn ( Rn be an upper semicontinuous
multivalued mapping with nonempty, compact, convex values. Assume that there exists a function
V ∈ C2(Rn, R) which satisfies conditions (H1) and (H2). Moreover, assume that Ai, Bi, i = 1, . . . , p,
are real n× n matrices such that Ai, i = 1, . . . , p, satisfy (3.8).

Furthermore, suppose that, for all x ∈ ∂K and v ∈ Rn the following holds:

if 〈∇V(x), v〉 = 0, then 〈HV(x)v, v〉+ 〈∇V(x), w〉 > 0, (3.14)

for all t ∈ (0, T) \ {t1, . . . , tp} and w ∈ F(t, x, v), and fixed i = 1, . . . , n

if 〈∇V(Aix), Biv〉 ≤ 0 ≤ 〈∇V(x), v〉 then 〈HV(x)v, v〉+ 〈∇V(x), w〉 > 0, (3.15)

for all w ∈ F(ti, x, v). Then problem (1.1)–(1.3) has no solution on ∂Q.

Proof. The statement of Corollary 3.8 follows immediately from Remark 3.5 and the fact that
if V ∈ C2(Rn, R), then, for all x ∈ ∂K, t ∈ (0, T), v ∈ Rn and w ∈ F(t, x, v), there exists

lim
h→0

〈∇V(x + hv), v + hw〉
h

= lim
h→0

〈∇V(x + hv), v + hw〉 − 〈∇V(x), v〉
h

= 〈HV(x)v, v〉+ 〈∇V(x), w〉.
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Remark 3.9. In conditions (3.2), (3.10), (3.14) and (3.15), the element v plays the role of the
first derivative of the solution x. If x is a solution of (1.1)–(1.3) such that x(t) ∈ K, for every
t ∈ [0, T], and there exists a continuous increasing function ψ : [0, ∞) → [0, ∞) satisfying
condition (2.3) and such that

|F(t, c, d)| ≤ ψ(|d|), (3.16)

for a.a. t ∈ [0, T] and every c, d ∈ Rn with |c| ≤ R := max{|x| : x ∈ K}, then, according
to Proposition 2.1, it holds that |ẋ(t)| ≤ B, for every t ∈ [0, T], where B is defined by (2.4).
Hence, it is sufficient to require conditions (3.2), (3.10), (3.14) and (3.15) in Proposition 3.2,
Theorem 3.4 and Corollary 3.8 only for all v ∈ Rn with |v| ≤ B and not for all v ∈ Rn.

4 Existence and localization result for the impulsive Dirichlet prob-
lem with upper semi-continuous r.h.s.

In order to obtain the main existence theorem, the bound sets technique described in the
previous section will be combined with the topological method which was developed by
ourselves in [25] for the impulsive boundary value problems. The version of the continuation
principle for problems without impulses can be found e.g. in [7].

Proposition 4.1 ([25, Proposition 2.4]). Let us consider the b.v.p.{
ẍ(t) ∈ F(t, x(t), ẋ(t)), for a.a. t ∈ [0, T],

x ∈ S,
(4.1)

where F : [0, T] × Rn × Rn ( Rn is an upper-Carathéodory mapping and S is a subset of
PC1([0, T], Rn). Let H : [0, T]×R4n × [0, 1] ( Rn be an upper-Carathéodory mapping such that

H(t, c, d, c, d, 1) ⊂ F(t, c, d), for all (t, c, d) ∈ [0, T]×R2n. (4.2)

Assume that

(i) there exists a retract Q of PC1([0, T], Rn), with Q \ ∂Q 6= ∅, and a closed subset S1 of S such
that the associated problem{

ẍ(t) ∈ H(t, x(t), ẋ(t), q(t), q̇(t), λ), for a.a. t ∈ [0, T],

x ∈ S1
(4.3)

has, for each (q, λ) ∈ Q× [0, 1], a non-empty and convex set of solutions T(q, λ);

(ii) there exists a nonnegative, integrable function α : [0, T]→ R such that

|H(t, x(t), ẋ(t), q(t), q̇(t), λ)| ≤ α(t)(1 + |x(t)|+ |ẋ(t)|), for a.a. t ∈ [0, T],

for any (q, λ, x) ∈ ΓT;

(iii) T(Q× {0}) ⊂ Q;

(iv) there exist constants M0 ≥ 0, M1 ≥ 0 such that |x(0)| ≤ M0 and |ẋ(0)| ≤ M1, for all
x ∈ T(Q× [0, 1]);

(v) the solution map T(·, λ) has no fixed points on the boundary ∂Q of Q, for every λ ∈ [0, 1).
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Then the b.v.p. (4.1) has a solution in S1 ∩Q.

Remark 4.2. The condition that Q is a retract of PC1([0, T], Rn) in Proposition 4.1 can be re-
placed by the assumption that Q is an absolute neighborhood retract and ind(T(·, 0), Q, Q) 6= 0
(see, e.g., [2]). It is therefore possible to assume alternatively that Q is a retract of a convex sub-
set of PC1([0, T], Rn) or of an open subset of PC1([0, T], Rn) together with ind(T(·, 0), Q, Q) 6=0.

The solvability of (1.1) will be now proved, on the basis of Proposition 4.1. Defining
namely the set Q of candidate solutions by the formula (3.13), we are able to verify, for each
(q, λ) ∈ Q× [0, 1), the transversality condition (v) in Proposition 4.1.

Theorem 4.3. Let K ⊂ Rn be a nonempty, open, bounded and convex set with 0 ∈ K and let
us consider the impulsive Dirichlet problem (1.1)–(1.3), where F : [0, T] × Rn × Rn ( Rn is an
upper semicontinuous multivalued mapping, 0 = t0 < t1 < · · · < tp < tp+1 = T, p ∈ N, and
Ai, Bi, i = 1, . . . , p, are real n× n matrices with Ai∂K = ∂K, for all i = 1, . . . , p. Moreover, assume
that

(i) there exists a function β : [0, ∞)→ [0, ∞) continuous and increasing satisfying

lim
s→∞

s2

β(s)
ds = ∞

such that
|F(t, c, d)| ≤ β(|d|),

for a.a. t ∈ [0, T] and every c, d ∈ Rn with |c| ≤ R := max{|x| : x ∈ K};

(ii) the problem 
ẍ(t) = 0, for a.a. t ∈ [0, T],

x(T) = x(0) = 0,

x(t+i ) = Aix(ti), i = 1, . . . , p,

ẋ(t+i ) = Bi ẋ(ti), i = 1, . . . , p,

(4.4)

has only the trivial solution;

(iii) there exists a function V ∈ C1(Rn, R), with∇V locally Lipschitzian, satisfying conditions (H1)
and (H2);

(iv) for all x ∈ ∂K and v ∈ Rn with |v| ≤ β−1(β(2R) + 2R), the inequality

lim inf
h→0−

〈∇V(x + hv), v + hλw〉
h

> 0

holds, for all t ∈ (0, T) \ {t1, . . . , tp}, λ ∈ (0, 1) and w ∈ F(t, x, v) if 〈∇V(x), v〉 = 0 and for
all λ ∈ (0, 1), w ∈ F(ti, x, v) if 〈∇V(Aix), Biv〉 ≤ 0 ≤ 〈∇V(x), v〉.

Then the Dirichlet problem (1.1)–(1.3) has a solution x(·) such that x(t) ∈ K, for all t ∈ [0, T].

Proof. Define
B = β−1(β(2R) + 2R),

S = S1 = Q := {q ∈ PC1([0, T], Rn) | q(t) ∈ K, |q̇(t)| ≤ 2B, for all t ∈ [0, T]}
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and H(t, c, d, e, f , λ) = λF(t, e, f ). Thus the associated problem (4.3) is the fully linearized
problem 

ẍ(t) ∈ λF(t, q(t), q̇(t)), for a.a. t ∈ [0, T],

x(T) = x(0) = 0,

x(t+i ) = Aix(ti), i = 1, . . . , p,

ẋ(t+i ) = Bi ẋ(ti), i = 1, . . . , p.

(4.5)

For each (q, λ) ∈ Q× [0, 1], let T(q, λ) be the solution set of (4.5). We will check now that all
the assumptions of Proposition 4.1 are satisfied.

Since the closure of a convex set is still a convex set, it follows that Q is convex, and hence
a retract of PC1([0, T], Rn). Moreover,

Int Q = {q ∈ PC1([0, T], Rn) | q(t) ∈ K, |q̇(t)| < 2B, for all t ∈ [0, T]} 6= ∅,

since K is nonempty.
Notice now that, for every t ∈ [0, T], c, d ∈ Rn, the inequality

|H(t, e, f , c, d, λ)| = λ|F(t, e, f )| ≤ β(| f |) (4.6)

holds. Hence, denoting z = (c, d, e, f , λ) ∈ R4n+1, since | f | ≤ |z|, when |z| ≤ r, the monotonic-
ity of β implies that |H(t, c, d, e, f , λ)| ≤ β(r), which ensures, for every q ∈ Q, the existence of
fq ∈ PF(q). Given q ∈ Q, λ ∈ [0, 1], and a L1-selection fq(·) of F(·, q(·), q̇(·)), let us consider
the corresponding single valued linear problem with linear impulses

ẍ(t) = λ fq(t), for a.a. t ∈ [0, T],

x(T) = x(0) = 0,

x(t+i ) = Aix(ti), i = 1, . . . , p,

ẋ(t+i ) = Bi ẋ(ti), i = 1, . . . , p.

(4.7)

Clearly, for all q ∈ Q and λ ∈ [0, 1],

T(q, λ) = {xλ fq ∈ PC1([0, T], Rn) : xλ fq is a solution of (4.7), for some fq ∈ PF(q)}.

Using the notation

C :=


B1(T − t1) + A1t1 if p = 1

p

∏
l=1

Bl(T − tp) +
p

∏
k=1

Akt1 +
p

∑
j=2

p

∏
k=j

Ak

j−1

∏
l=1

Bl(tj − tj−1) if p ≥ 2,
(4.8)

it is easy to prove that the initial problem
ẍ(t) = 0, for a.a. t ∈ [0, T],

x(0) = 0,

x(t+i ) = Aix(ti), i = 1, . . . , p,

ẋ(t+i ) = Bi ẋ(ti), i = 1, . . . , p

has infinitely many solutions given by

x0(t) =


ẋ0(0)t if t ∈ [0, t1],

B1 ẋ0(0)(t− t1) + A1 ẋ0(0)t1 if t ∈ (t1, t2][ i

∏
l=1

Bl(t− ti)+
i

∏
k=1

Akt1+
i

∑
j=2

i

∏
k=j

Ak

j−1

∏
l=1

Bl(tj − tj−1)

]
ẋ0(0) if t ∈ (ti, ti+1], 2 ≤ i ≤ p
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with ẋ0(0) ∈ Rn. Since x0(T) = 0 if and only if Cẋ0(0) = 0, assumption (ii) holds if and only
if C is regular. Then (4.7) has a unique solution given by

xλ fq(t) =



ẋλ fq(0)t + λ
∫ t

0
(t− τ) fq(τ)dτ if t ∈ [0, t1],

B1 ẋλ fq(0)(t− t1) + λ
∫ t

t1

(t− τ) fq(τ)dτ + B1(t− t1)λ
∫ t1

0
fq(τ)dτ + A1 ẋλ fq(0)t1

+ A1λ
∫ t1

0
(t1 − τ) fq(τ)dτ if t ∈ (t1, t2],

i

∏
l=1

Bl ẋλ fq(0)(t− ti) + λ
∫ t

ti

(t− τ) fq(τ)dτ +
i

∑
r=1

i

∏
l=r

Bl(t− ti)λ
∫ tr

tr−1

fq(τ)dτ

+
i

∏
k=1

Ak ẋλ fq(0)t1 +
i

∏
k=1

Akλ
∫ t1

0
(t1 − τ) fq(τ)dτ

+
i

∑
j=2

i

∏
k=j

Ak

[ j−1

∏
l=1

Bl ẋλ fq(0)(tj − tj−1) + λ
∫ tj

tj−1

(tj − τ) fq(τ)dτ

+
k−1

∑
r=1

k−1

∏
l=r

Bl(tj − tj−1)λ
∫ tr

tr−1

fq(τ)dτ

]
if t ∈ (ti, ti+1], 2 ≤ i ≤ p

with

ẋλ fq(0) = −C−1
(

λ
∫ T

t1

(T − τ) fq(τ)dτ + B1(T − t1)λ
∫ t1

0
fq(τ)dτ + A1λ

∫ t1

0
(t1 − τ) fq(τ)dτ

)
(4.9)

if p = 1 and

ẋλ fq(0)=−C−1
(

λ
∫ T

tp

(T − τ) fq(τ)dτ +
p

∑
r=1

p

∏
l=r

Bl(T − tp)λ
∫ tr

tr−1

fq(τ)dτ

+
p

∏
k=1

Akλ
∫ t1

0
(t1 − τ) fq(τ)dτ

+
p

∑
j=2

p

∏
k=j

Ak

[
λ
∫ tj

tj−1

(tj − τ) fq(τ)dτ+
k−1

∑
r=1

k−1

∏
l=r

Bl(tj − tj−1)λ
∫ tr

tr−1

fq(τ)dτ

]) (4.10)

if p ≥ 2. Therefore T(q, λ) 6= ∅. Moreover, given x1, x2 ∈ T(q, λ), there exist f 1
q , f 2

q such that
x1 = xλ f 1

q
and x2 = xλ f 2

q
. Since the right-hand side F has convex values, it holds that, for any

c ∈ [0, 1] and t ∈ [0, T], c f 1
q (t) + (1− c) f 2

q (t) ∈ F(t, q(t), q̇(t)) as well. The linearity of both
the equation and of the impulses yields that cx1 + (1− c)x2 = xc f 1

q +(1−c) f 2
q
, i.e. that the set of

solutions of problem (4.5) is, for each (q, λ) ∈ Q × [0, 1], convex. Hence assumption (i) of
Proposition 4.1 is satisfied.

Moreover, from (4.6), we obtain that, for every λ ∈ [0, 1], q ∈ Q, x ∈ T(q, λ),

|H(t, x(t), ẋ(t), q(t), q̇(t), λ| ≤ β(|q̇(t)|) ≤ β(2B) ≤ β(2B)(1 + |x(t)|+ |ẋ(t)|), (4.11)

thus also assumption (ii) of the same proposition holds.
The fulfillment of condition (iii) in Proposition 4.1 follows from the fact that, for λ = 0,

problems (4.7) and (4.4) coincide and the latter one has only the trivial solution. Hence,
T(q, 0) = 0 ∈ Int Q, because 0 ∈ K.
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For every λ ∈ [0, 1], q ∈ Q and every solution xλ fq of (4.7), |xλ fq(0)| = 0. Moreover,
according to assumption (i) and formulas (4.9) and (4.10),

|ẋλ fq(0)| ≤ ‖C−1‖
[

β(2B)
1
2

T2 + T2‖B1‖β(2B) +
1
2

T2‖A1‖β(2B)
]

= T2‖C−1‖ · β(2B)
[

1
2
+ ‖B1‖+

1
2
‖A1‖

]
if p = 1 and

|ẋλ fq(0)| ≤ ‖C−1‖
[

1
2

T2β(2B) + T2
p

∏
l=1
‖Bl‖ · β(2B)

+ T2
p

∏
k=1
‖Ak‖β(2B) + T2

p

∏
l=1
‖Bl‖

p

∏
k=1
‖Ak‖ · β(2B)

]
= T2‖C−1‖ · β(2B)

[
1
2
+

p

∏
l=1
‖Bl‖+

p

∏
k=1
‖Ak‖+

p

∏
l=1
‖Bl‖

p

∏
k=1
‖Ak‖

]
if p ≥ 2. Therefore there exists a constant M1 such that |ẋ(0)| ≤ M1, for all solutions x of (4.5).
Hence, condition (iv) in Proposition 4.1 is satisfied as well.

At last, let us assume that q∗ ∈ Q is, for some λ ∈ [0, 1), a fixed point of the solution
mapping T(·, λ). We will show now that q∗ can not lay in ∂Q. We already proved this property
if λ = 0, thus we can assume that λ ∈ (0, 1). From (4.11), we have, for a.a. t ∈ [0, T], that

|q̈∗(t)| = λ|F(t, q∗(t), q̇∗(t))| ≤ β(|q̇∗(t)|).

Therefore, since |q∗(t)| ≤ R, for every t ∈ [0, T], Proposition 2.1 implies that |q̇∗(t)| ≤ B < 2B,
for every t ∈ [0, T]. Moreover, according to Theorem 3.4 and Remark 3.9, hypotheses (iii) and
(iv) guarantee that q∗(t) ∈ K, for all t ∈ [0, T]. Thus q∗ ∈ Int Q, which implies that condition
(v) from Proposition 4.1 is satisfied, for all λ ∈ [0, 1), and the proof is completed.

Remark 4.4. An easy example of impulses conditions guaranteeing assumption (ii) in Theo-
rem 4.3 are the antiperiodic impulses, i.e. Ai = Bi = −I, for every i = 1, . . . , p. In this case,
the matrix C = (−1)pTI (see [25]) and it is clearly regular. If p = 1 condition (ii) holds also
e.g. for A1 = −I and B1 = I provided T 6= 2t1.

5 Existence and localization result for the impulsive Dirichlet prob-
lem with upper-Carathéodory r.h.s.

In this section, we will study the impulsive Dirichlet b.v.p. (1.1)–(1.3) with an upper-Carathéo-
dory r.h.s. and we will develop the bounding functions method with the strictly localized
bounding functions also in this more general case. The technique which will be applied
for obtaining the final result consists in replacing the original problem by the sequence of
problems with non-strict localized bounding functions which satisfy all the assumptions of
the following result developed by ourselves recently in [25].

Proposition 5.1 ([25, Theorem 4.1 and Remark 4.3]). Let K ⊂ Rn be a nonempty, open, bounded
and convex set with 0 ∈ K and let us consider the impulsive Dirichlet problem (1.1)–(1.3), where
F : [0, T]×Rn ×Rn ( Rn is an upper-Carathéodory multivalued mapping, 0 = t0 < t1 < · · · <
tp < tp+1 = T, p ∈ N, and Ai, Bi, i = 1, . . . , p, are real n× n matrices with Ai∂K = ∂K, for all
i = 1, . . . , p. Moreover, assume that
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(i) there exists a function ϕ : [0, ∞)→ [0, ∞) continuous and increasing satisfying

lim
s→∞

s2

ϕ(s)
ds = ∞ (5.1)

such that
|F(t, c, d)| ≤ ϕ(|d|), (5.2)

for a.a. t ∈ [0, T] and every c, d ∈ Rn with |c| ≤ R := max{|x| : x ∈ K};

(ii) the problem 
ẍ(t) = 0, for a.a. t ∈ [0, T],

x(T) = x(0) = 0,

x(t+i ) = Aix(ti), i = 1, . . . , p,

ẋ(t+i ) = Bi ẋ(ti), i = 1, . . . , p,

(5.3)

has only the trivial solution;

(iii) there exists a function V ∈ C1(Rn, R), with∇V locally Lipschitzian, satisfying conditions (H1)
and (H2);

(iv) there exists ε > 0 such that, for all λ ∈ (0, 1), x ∈ K ∩ Nε(∂K), t ∈ (0, T), and v ∈ Rn, with
|v| ≤ ϕ−1(ϕ(2R) + 2R), the following condition

〈HV(x)v, v〉+ 〈∇V(x), w〉 > 0 (5.4)

holds, for all w ∈ λF(t, x, v);

(v) for all i = 1, . . . , p, x ∈ ∂K and v ∈ Rn, with |v| ≤ ϕ−1(ϕ(2R) + 2R) and 〈∇V(x), v〉 6= 0, it
holds that

〈∇V(Aix), Biv〉 · 〈∇V(x), v〉 > 0.

Then the Dirichlet problem (1.1)–(1.3) has a solution x(·) such that x(t) ∈ K, for all t ∈ [0, T].

Approximating the original problem by a sequence of problems satisfying conditions of
Proposition 5.1 and applying the Scorza-Dragoni type result (Proposition 2.2), we are already
able to state the second main result of the paper. The transversality condition is now required
only on the boundary ∂K of the set K and not on the whole neighborhood K ∩ Nε(∂K), as in
Proposition 5.1.

Theorem 5.2. Let K ⊂ Rn be a nonempty, open, bounded and convex set with 0 ∈ K and let
us consider the impulsive Dirichlet problem (1.1)–(1.3), where F : [0, T] × Rn × Rn ( Rn is an
upper Carathéodory multivalued mapping, 0 = t0 < t1 < · · · < tp < tp+1 = T, p ∈ N, and
Ai, Bi, i = 1, . . . , p, are real n× n matrices with Ai∂K = ∂K, for all i = 1, . . . , p. Moreover, assume
that

(i) there exists a function β : [0, ∞)→ [0, ∞) continuous and increasing satisfying

lim
s→∞

s2

β(s)
ds = ∞

such that
|F(t, c, d)| ≤ β(|d|),

for a.a. t ∈ [0, T] and every c, d ∈ Rn with |c| ≤ R := max{|x| : x ∈ K};
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(ii) the problem 
ẍ(t) = 0, for a.a. t ∈ [0, T],

x(T) = x(0) = 0,

x(t+i ) = Aix(ti), i = 1, . . . , p,

ẋ(t+i ) = Bi ẋ(ti), i = 1, . . . , p,

(5.5)

has only the trivial solution;

(iii) there exists h > 0 and a function V ∈ C2(Rn, R), with HV(x) positive semidefinite in Nh(∂K),
satisfying conditions (H1), (H2);

(iv) for all x ∈ ∂K and v ∈ Rn, with |v| ≤ β−1(β(2R) + 2R), the inequality

〈∇V(x), w〉 > 0

holds for all t ∈ (0, T) and w ∈ F(t, x, v);

(v) for all i = 1, . . . , p, x ∈ ∂K and v ∈ Rn, with |v| ≤ β−1(β(2R) + 2R) and 〈∇V(x), v〉 6= 0, it
holds that

〈∇V(Aix), Biv〉 · 〈∇V(x), v〉 > 0.

Then the Dirichlet problem (1.1)–(1.3) has a solution x(·) such that x(t) ∈ K, for all t ∈ [0, T].

Proof. Since V ∈ C2(Rn, R), the function x → |∇V(x)| is continuous on the compact set
∂K, and hence there exists k > 0 such that |∇V(x)| > 0 for every x ∈ Nk(∂K). Define δ =

min{h, k}. According to Urysohn’s Lemma, there exists a function µ ∈ C(Rn, [0, 1]) such
that µ ≡ 1 ∈ N δ

2
(∂K) and µ ≡ 0 ∈ Rn \ Nδ(∂K). Take a sequence of positive numbers {εm}

decreasing to zero, an open and bounded set G, with K ⊂ G, and L > β−1(β(2R) + 2R).
According to Proposition 2.2 there exist a monotone decreasing sequence {θm} of open subsets
of [0, T] and a measurable multimap F0 : [0, T] × G × {v ∈ Rn : |v| ≤ L} ( Rn such that
ν(θm) ≤ εm, F0(t, x, v) ⊂ F(t, x, v) and F0 is u.s.c. on ([0, T] \ θm)× G× {v ∈ Rn : |v| ≤ L} for
every m ∈N. Trivially ν(∩∞

m=1θm) = 0 and limm→∞ χθm(t) = 0 for every t /∈ ∩∞
m=1θm.

Define, for each m ∈N, (t, x, v) ∈ [0, T]×Rn ×Rn,

Fm(t, x, v) =

F0(t, x, v) + 2µ(x)β(|v|)χθm(t)
∇V(x)
|∇V(x)| if x ∈ G and |v| < L

F(t, x, v) + 2µ(x)β(|v|)χθm(t)
∇V(x)
|∇V(x)| , otherwise.

Since δ ≤ k, we have that µ(x) = 0 for x ∈ Rn \ Nδ(∂K) and ∇V(x) 6= 0 in Nδ(∂K), hence
it follows that Fm is well defined. Since µ and β are continuous, V is of class C2, G is open,
F0(t, x, v) ⊂ F(t, x, v), and F is an upper-Carathéodory map, Fm is a Carathéodory map as
well.

Let us now prove that problem
ẍ(t) ∈ Fm(t, x(t), ẋ(t)), for a.a. t ∈ [0, T],

x(T) = x(0) = 0,

x(t+i ) = Aix(ti), i = 1, . . . , p,

ẋ(t+i ) = Bi ẋ(ti), i = 1, . . . , p.

(5.6)

satisfies the assumptions of Proposition 5.1.
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First of all notice that, since 0 ≤ µ(x) ≤ 1, 0 ≤ χθm(t) ≤ 1, for every x ∈ Rn, t ∈ [0, T], it
holds, according to (i),

|Fm(t, c, d)| ≤ |F(t, c, d)|+ 2β(|d|) ≤ 3β(|d|),

for every (t, c, d) ∈ t×Rn ×Rn with |c| ≤ R. Thus condition (i) of Proposition 5.1 is satisfied
by the continuous increasing function ϕ = 3β, since it clearly holds that

lim
s→∞

s2

ϕ(s)
=

1
3

lim
s→∞

s2

β(s)
= ∞.

Moreover, conditions (ii) and (iii) imply the analogous conditions in Proposition 5.1.
Let us now observe that, since ϕ(s) = 3β(s), then ϕ−1(s) = β−1( s

3 ), which is an increasing
function, as inverse of an increasing function. Hence

ϕ−1(ϕ(2R) + 2R) = β−1
(

3β(2R) + 2R
3

)
= β−1

(
β(2R) +

2
3

R
)
≤ β−1(β(2R) + 2R).

Therefore, condition (v) implies the analogous condition of Proposition 5.1. Moreover, for
every λ ∈ (0, 1), x ∈ K ∩ N δ

2
(∂K), t ∈ (0, T), and v ∈ Rn, with |v| ≤ ϕ−1(ϕ(2R) + 2R), w1 ∈

λFm(t, x, v),

〈HV(x)v, v〉+ 〈∇V(x), w1〉 = 〈HV(x)v, v〉+ λ[〈∇V(x), w〉+ 2µ(x)β(|v|)χθm(t)|∇V(x)|]
= 〈HV(x)v, v〉+ λ[〈∇V(x), w〉+ 2β(|v|)χθm(t)|∇V(x)|].

Then, if t ∈ [0, T] \ θm

〈HV(x)v, v〉+ 〈∇V(x), w1〉 = 〈HV(x)v, v〉+ λ〈∇V(x), w〉 ≥ λ〈∇V(x), w〉,

with w ∈ F0(t, x, v), because K ∩ N δ
2
(∂K) ⊂ K ⊂ G and ϕ−1(ϕ(2R) + 2R) ≤ β−1(β(2R) +

2R) < L. Since V is of class C2, F0 is u.s.c. on the compact set ([0, T] \ θm)× ∂K × {v ∈ Rn :
|v| ≤ ϕ−1(ϕ(2R) + 2R)}, and F0 is compact valued, condition (iv) implies that there exists
k1 > 0 such that

〈∇V(x), w〉 > 0

for every t ∈ [0, T] \ θm, x ∈ K ∩ Nk1(∂K), v ∈ Rn : |v| ≤ ϕ−1(ϕ(2R) + 2R), w ∈ F0(t, x, v).
Hence,

〈HV(x)v, v〉+ 〈∇V(x), w1〉 ≥ λ〈∇V(x), w〉 > 0,

for all λ ∈ (0, 1), t ∈ [0, T] \ θm, x ∈ K ∩ Nk1(∂K), v ∈ Rn : |v| ≤ ϕ−1(ϕ(2R) + 2R), w1 ∈
λFm(t, x, v).

On the other hand, if t ∈ θm, since x ∈ N δ
2
(∂K) and h ≥ δ,

〈HV(x)v, v〉+ 〈∇V(x), w1〉 ≥ λ[〈∇V(x), w〉+ 2β(|v|)|∇V(x)|]
≥ λ[−|w|+ 2β(|v|)]|∇V(x)| ≥ λβ(|v|)|∇V(x)| > 0.

Condition (iv) in Proposition 5.1 follows taking ε = min{k1, δ
2}.

Applying Proposition 5.1 we obtain that, for every m ∈ N, there exists a solution xm of
(5.6) such that xm(t) ∈ K and |ẋm(t)| ≤ ϕ−1(ϕ(2R) + 2R), for every t ∈ [0, T]. Hence |ẍm(t)| ≤
ϕ(2R) + 2R for every t ∈ [0, T]. The Ascoli–Arzelà theorem implies that {xm} → x uniformly
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in C1([0, T], Rn) and ẍm → ẍ weakly in L1([0, T], Rn). Thus x(t) ∈ K, |ẋ(t)| ≤ ϕ−1(ϕ(2R)+ 2R)
for every t ∈ [0, T], and x satisfies (1.2)–(1.3). Moreover, since ν(∩∞

n=1θm) = 0,

lim
m→∞

2µ(xm(t))β(|ẋm(t)|)χθm(t)
∇V(xm(t))
|∇V(xm(t))|

= 0,

for a.a. t ∈ [0, T]. Consequently, a standard limiting argument (see e.g. [28, Theorem 3.1.2])
implies that x is a solution of

ẍ(t) = F0(t, x(t), ẋ(t))

and, since F0(t, x(t), ẋ(t)) ⊂ F(t, x(t), ẋ(t)), a solution of the problem (1.1)–(1.3).

Remark 5.3. Both Theorems 4.3 and 5.2 give an existence result for an impulsive Dirichlet
boundary value problem with a strictly localized bounding function respectively for u.s.c.
and upper-Carathéodory multimap. However Theorem 5.2 does not represent an extension of
Theorem 4.3, since the first one deals with a C2-bounding function, while the second one is
related to a C1-bounding function and can not be easily extended to the Carathéodory case.

In the case when the multivalued mapping F is u.s.c. and the bounding function V is of
class C2, i.e. when it is possible to apply both theorems, conditions of Theorem 4.3 are weaker
than assumptions of Theorem 5.2. In fact, in this case, according to Corollary 3.8, condition
(iv) of the first theorem reads as

〈HV(x)v, v〉+ λ〈∇V(x), w〉 > 0

for every x ∈ ∂K, λ ∈ (0, 1), v ∈ Rn, with |v| ≤ β−1(β(2R) + 2R), and for every t ∈ [0, T] \
{t1, . . . , tp}, w ∈ F(t, x, v) if 〈∇V(x), v〉 6= 0, or for every w ∈ F(ti, x, v) if 〈∇V(Aix), Biv〉 ≤
0 ≤ 〈∇V(x), v〉, which are implied by assumptions (iii) and (iv) of the second theorem.

6 An application of the main result

As an application of Theorem 5.2, let us consider the second-order inclusion

ẍ(t) ∈ a(t)ẋ(t) + h(t, x(t))), for a.a. t ∈ [0, T], (6.1)

together with antiperiodic impulses and Dirichlet boundary conditions

x(t+i ) = −x(ti), i = 1, . . . , p, (6.2)

ẋ(t+i ) = −ẋ(ti), i = 1, . . . , p, (6.3)

x(0) = x(T) = 0, (6.4)

where 0 = t0 < t1 < · · · < tp < tp+1 = T, p ∈ N. Assume that a ∈ L∞([0, T], R), with
‖a‖∞ > 0, and h : [0, T]×R ( R is an upper-Carathédory multivalued mapping with

|h(t, y)| ≤ α(t)g(y)

for some α ∈ L∞([0, T], R), g ∈ C(R, R).
When h is a function, the impulsive Dirichlet boundary value problem associated to the

single valued equation ẍ(t) = a(t)ẋ(t) + h(t, x(t)) represents a generalization of a wide class
of equations which are widely studied in literature (see, e.g., [1, 13, 16, 26, 29]) for its several
applications (including biological phenomena involving thresholds, models describing pop-
ulation dynamics or inspection processes in operations research). Much more rare are the
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results concerning the multivalued case which can be e.g. used for modelling optimal control
problems in economics.

We will show now that, under very general conditions, the Dirichlet multivalued problem
(6.1), (6.4) together with impulse conditions (6.2), (6.3) satisfies all the assumptions of Theorem
5.2. On this purpose, let us consider the nonempty, open, bounded, convex and symmetric
neighbourhood of the origin K = (−k, k), with k to be specified later, and the C2-function
V(x) = 1

2 (x2 − k2) that trivially satisfies conditions (H1) and (H2).
In order to verify condition (i), let us define the continuous and increasing function

β(d) = ‖a‖∞d + ‖α‖∞g, for all d ∈ [0,+∞),

where g = max|x|≤k |g(x)|. The function β obviously satisfies (5.1) and F(t, c, d) := a(t)d +

h(t, c) satisfies (3.16), for all t ∈ [0, T] and all c, d ∈ R, with |c| ≤ k.
Assumption (ii) holds as well since, according to Remark 4.4, the associated homogeneous

problem has only the trivial solution.
Condition (iii) follows from the fact that V̇(x) = x and V̈(x) = 1, for every x ∈ R.
Notice moreover that, whenever xv 6= 0, then (−x)(−v)xv = x2v2 > 0, hence also condi-

tion (v) holds.
Finally, since β−1(d) = 1

‖a‖∞
(d− ‖α‖∞g), we easily get that

β−1(β(2k) + 2k) = 2k
(

1 +
1
‖a‖∞

)
.

Thus condition (iv) reads as
a(t)xv + xw > 0 (6.5)

for every t ∈ [0, T], x with |x| = k, v with |v| ≤ 2k(1 + 1
‖a‖∞

) and w ∈ h(t, x). Taking x = k we
then get w > −a(t)v, for every w ∈ h(t, k). Since the previous condition must hold both for
positive and negative values of v, h(t, k) must take only positive values and the transversality
condition is satisfied if

w > ‖a‖∞2k
(

1 +
1
‖a‖∞

)
= 2k(‖a‖∞ + 1) ∀w ∈ h(t, k).

Similarly,taking x = −k we get that (6.5) is equivalent to w < −a(t)v, for every w ∈ h(t,−k)
which is satisfied only if w is negative. A sufficient condition then becomes

w < −2k(‖a‖∞ + 1) ∀w ∈ h(t,−k).

Thus condition (iv) holds if there exists k > 0 such that for every w1 ∈ h(t, k), w2 ∈ h(t,−k),

w1 > 2k(‖a‖∞ + 1) and w2 < −2k(‖a‖∞ + 1). (6.6)

The previous result can be stated in the form of the following theorem.

Theorem 6.1. Assume that a ∈ L∞([0, T], R), with ‖a‖∞ > 0, h : [0, T] ×R ( R is an upper-
Carathédory multivalued mapping with

|h(t, y)| ≤ α(t)g(y),

for some α ∈ L∞([0, T], R), g ∈ C(R, R). Moreover, assume that there exists k > 0 such that, for
every t ∈ [0, T], and w ∈ h(t, k),

w > 2k(‖a‖∞ + 1)
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and that, for every t ∈ [0, T], and w ∈ h(t,−k),

w < −2k(‖a‖∞ + 1).

Then problem (6.1)–(6.4) has a solution x(·) such that |x(t)| ≤ k, for every t ∈ [0, T].

Remark 6.2. Suppose that, in (6.1), h(t, x) = γ(t) + α(t) f (x), where f is an odd semicontin-
uous multimap and α, γ ∈ L∞([0, T], R). Then (6.6) is equivalent to require the existence of
k > 0 such that, for every t ∈ [0, T],

α(t) f (k) > 2k(|a‖∞ + 1)− γ(t).

If α(t) ≥ α > 0, for every t ∈ [0, T], then (6.6) is equivalent to

α f (k) > 2k(‖a‖∞ + 1)− ‖γ−‖∞,

where γ−(t) = min{0, γ(t)}, which holds, e.g., if f is superlinear at infinity, which is true in
many applications. The superlinearity of f at infinity is a sufficient condition also if α(t) ≤
−α < 0, for every t ∈ [0, T]. Notice that the obtained solution is a nonzero function whenever
γ is a nonzero function.
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