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Summary 

The presented set of original and review papers supplemented by commentaries 

focuses on electrophysiological correlates of both resting-state mental activity and 

higher brain functions in human. We investigated spatio-temporal characteristics of 

event-related electrophysiological activity with the aim to contribute to the knowledge 

on neuronal substrate of non-motor and movement-related cognitive functions. 

Furthermore, we explored the large-scale brain network dynamics during the resting-

state with a special focus on the identification of abnormalities in affective disorders. 

We also provided reviews on some clinical aspects of event-related potential (ERP) and 

deep brain stimulation (DBS) techniques. To study the human’s mental activity, we 

employed methods of the scalp and intracerebral electroencephalography during 

different cognitive tasks and in resting conditions. We used several analytical 

approaches including ERP investigations, microstate analysis, and functional and 

effective connectivity estimations. 

We extended current knowledge in human neurophysiology by identifying brain 

regions within the temporal and frontal cortices that are involved in non-motor 

cognitive functions (Annex 1, page 36). We have also provided evidence that 

hippocampal activity is related to the evaluation of stimulus meaning rather than to 

the motor response during a simple sensorimotor task (Annex 2, page 37). 

Furthermore, we first showed that the primary motor cortex is implicated in the 

executive control of actions that are not motor in nature (Annex 3, page 38). 

One of the most studied ERP components is the P3 waveform that was traditionally 

viewed as reflecting orientation, attention, update of working memory, decision, and 

cognitive closure of stimulus identification. Nevertheless, our team brought the first 

intracerebral evidence that the P3 phenomenon might be related not only to these 

non-motor cognitive functions but also to the movement-related ones (Annex 4, page 

41; Annex 5, page 42). 

It is generally accepted that the control of intentional motor action involves brain 

operations that select, plan, and execute the movement. Our research group extended 

the knowledge on this topic when we identified large-scale brain networks that might 

be involved in the process of movement execution (Annex 4, page 41; Annex 5, page 
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42) and in the process of comparison between the intended and actually performed 

motor action (Annex 6, page 47; Annex 7, page 48). 

The ERP amplitudes are considered to indicate the extent of allocation of neuronal 

resources to specific cognitive processes required to perform sensorimotor tasks. The 

ERP latencies are supposed to reflect the speed of such mental processes. Altered ERP 

patterns might therefore indicate functional brain abnormalities. Attempts to exploit 

the ERP technique as a possible diagnostic tool for functional brain impairments 

following a mild traumatic brain injury were summarized in our recent review (Annex 

8; page 50).  

According to the cross-frequency coupling hypothesis, the communication between 

two brain regions is established by the phase synchronization of oscillations at lower 

frequencies (< 25 Hz), which serve as a temporal reference frame for information 

carried by high-frequency (> 40 Hz) activity. Our team contributed to this topic by 

providing the first evidence of hierarchical functional linkage in the cross-frequency 

domain between the resting-state electrophysiological activity of the subthalamic 

nucleus and cortex in human (Annex 9, page 55).  

Our three high-density scalp EEG studies contributed to the understanding of 

resting-state large-scale brain network activity in affective disorders. We 

demonstrated interindividual differences in large-scale brain network dynamics 

related to depressive symptomatology (Annex 10, page 60) and brought the first 

evidence for disruption of resting-state brain network dynamics in euthymic patients 

with bipolar disorder (Annex 11, page 61). In the effective (directed functional) 

connectivity study we focused on cortico-striatal-pallidal-thalamic circuits during the 

resting state in patients with depression (Annex 12, page 62). We showed a higher-

than-normal functional connectivity arising from the right amygdala in depressive 

patients supporting the view that the amygdala plays an important role in the 

neurobiology of depression. 

DBS has proven effective in the treatment of pharmacoresistant Parkinson's 

disease, although it can be accompanied by various complications (Annex 13, page 65). 

Furthermore, there is also preliminary evidence for the efficacy and safety of DBS for 

treating pharmacoresistant depression. Optimal brain stimulation targets, however, 

have not been determined yet. In our recent review we provided updated knowledge 
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substantiating the suitability of each of the current and potential future DBS targets 

for treating depression (Annex 14, page 66).  Despite myriad DBS targets for treating 

depression tested in human, the amygdala is not among them. From this perspective, 

our recent finding of higher-than-normal functional connectivity arising from the right 

amygdala in depressive patients (Annex 12, page 62) contributes to the knowledge that 

is needed to evaluate deep brain structures as possible candidates for DBS treatment 

in depression.  

Our findings included in this habilitation thesis contributed to a better 

understanding of the neuronal substrate of both resting-state mental activity and 

higher brain functions in human. Additionally, the electrophysiological patterns 

discovered by our team that are associated with depression or related to bipolar 

disorder might help improve diagnostics and therapy of affective disorders in future. 
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Souhrn 

Prezentovaný soubor originálních a recenzních prací doplněných komentáři se 

zaměřuje na elektrofyziologické koreláty klidové duševní činnosti a vyšších mozkových 

funkcí člověka. S cílem přispět k poznání neuronálních substrátů nemotorických a s 

pohybem souvisejících kognitivních funkcí jsme zkoumali časoprostorové 

charakteristiky elektrofyziologické aktivity vázané na události. Dále jsme zkoumali 

dynamiku rozsáhlých mozkových sítí v klidovém stavu se zvláštním zaměřením na 

identifikaci abnormalit u afektivních poruch. Také jsme shrnuli některé klinické aspekty 

metod “na událost vázaných neboli kognitivních potenciálů” (ERP) a hluboké mozkové 

stimulace (DBS). Ke studiu mentální aktivity člověka jsme využili metodu skalpové a 

intracerebrální elektroencefalografie při různých kognitivních úkolech a v klidových 

podmínkách.  Aplikovali jsme několik analytických přístupů včetně zkoumání ERP, 

analýzy mikrostavů a výpočtů funkční a efektivní konektivity. 

Identifikací mozkových oblastí uvnitř spánkových a čelních laloků podílejících se na 

nemotorických kognitivních funkcích (příloha 1, strana 36) jsme rozšířili současné 

poznatky v oblasti neurofyziologie člověka. Poskytli jsme také důkazy o tom, že 

hipokampální aktivita souvisí spíše s hodnocením významu podnětu než s motorickou 

reakcí během jednoduchého senzorimotorického úkolu (příloha 2, strana 37). Navíc 

jsme poprvé ukázali, že primární motorická kůra je zapojena do exekutivní kontroly 

akcí, které nemají motorický charakter (příloha 3, strana 38). 

Jednou z nejstudovanějších ERP komponent je vlna P3, která byla tradičně 

pokládána za korelát orientace, pozornosti, aktualizace pracovní paměti, rozhodnutí a 

kognitivního uzavření identifikace podnětu. Náš tým nicméně přinesl první 

intracerebrální důkaz, že jev P3 může souviset nejen s těmito nemotorickými 

kognitivními funkcemi, ale také s funkcemi spojenými s pohybem (příloha 4, strana 41; 

příloha 5, strana 42). 

Obecně se má za to, že řízení volní pohybové aktivity zahrnuje mozkové procesy, 

které jsou podkladem výběru, naplánování a provedení pohybu. Naše výzkumná 

skupina rozšířila poznatky k tomuto tématu, když jsme identifikovali rozsáhlé mozkové 

sítě, které by mohly být zapojeny do procesu provádění pohybu (příloha 4, strana 41; 
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příloha 5, strana 42) a do procesu porovnávání zamýšlené a skutečně provedené 

motorické akce (příloha 6, strana 47; příloha 7, strana 48). 

Má se za to, že amplituda ERP je určena rozsahem neuronální alokace ke 

specifickým kognitivním procesům potřebným k provádění senzorimotorických úkolů. 

Předpokládá se, že latence ERP odráží rychlost takových mentálních operací. Změněné 

vzorce ERP by proto mohly odrážet funkční mozkové abnormity. Pokusy o využití 

techniky ERP jako možného diagnostického nástroje u funkčních poškození mozku po 

mírném traumatickém poranění mozku byly shrnuty v našem nedávném přehledu 

(příloha 8, strana 50). 

Podle hypotézy “cross-frequency coupling” je komunikace mezi dvěma mozkovými 

oblastmi zprostředkována fázovou synchronizací oscilací na nižších frekvencích (< 25 

Hz), které slouží jako časový referenční rámec pro informace přenášené 

vysokofrekvenční (> 40 Hz) aktivitou. Náš výzkumný tým k tomuto tématu přispěl tím, 

že poskytl první důkaz hierarchické mezifrekvenční funkční vazby mezi klidovou 

elektrofyziologickou aktivitou subthalamického jádra a kůry mozkové u člověka 

(příloha 9, strana 55). 

Naše tři studie, jež využily skalpové EEG o vysoké hustotě elektrod, přispěly k 

pochopení aktivity rozsáhlých mozkových sítí v klidovém stavu u afektivních poruch. 

Prokázali jsme interindividuální rozdíly v dynamice rozsáhlých mozkových sítí v 

souvislosti s depresivní symptomatologií (příloha 10, strana 60) a přinesli první důkazy 

o narušení dynamiky mozkových sítí v klidovém stavu u euthymních pacientů s 

bipolární poruchou (příloha 11, strana 61). Při studii efektivní mozkové konektivity, tj. 

směru funkčního propojení mozkových oblastí, jsme se zaměřili na kortiko-striatální-

pallidální-thalamické okruhy během klidového stavu u pacientů s depresí (příloha 12, 

strana 62). U depresivních pacientů jsme ukázali abnormálně zvýšenou funkční 

konektivitu vycházející z pravé amygdaly, což podporuje názor, že amygdala hraje 

důležitou roli v neurobiologii deprese. 

Metoda DBS se osvědčila v léčbě farmakorezistentní Parkinsonovy nemoci, přestože 

může být provázena různými komplikacemi (příloha 13, strana 65). Dále existují také 

předběžné důkazy o účinnosti a bezpečnosti DBS při léčbě farmakorezistentní deprese. 

Optimální cílové mozkové struktury pro stimulaci však zatím nebyly stanoveny. V naší 

nedávné přehledové práci jsme shrnuli poznatky o současných i možných budoucích 
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cílových mozkových strukturách využitelných pro DBS léčbu deprese (příloha 14, strana 

66). Přestože u lidí byla DBS léčba deprese testována na nesčetném množství cílových 

struktur, amygdala mezi ně nepatří. Z tohoto pohledu náš nedávný nález abnormálně 

zvýšené funkční konektivity vycházející z pravé amygdaly u depresivních pacientů 

(příloha 12, strana 62) přispívá k poznatkům, které jsou potřebné pro posuzování 

hlubokých mozkových struktur jako možných kandidátů pro DBS léčbu deprese. 

Naše nálezy obsažené v této habilitační práci přispěly k lepšímu pochopení 

neuronálního substrátu klidové duševní činnosti a vyšších mozkových funkcí člověka. 

Elektrofyziologické vzorce objevené naším týmem, které jsou spojovány s depresí nebo 

s bipolární poruchou, by navíc mohly v budoucnu pomoci zlepšit diagnostiku a terapii 

afektivních poruch. 

   



9 
 

Contents 

List of annexes ................................................................................................................ 10 

List of abbreviations ....................................................................................................... 13 

1. Introduction............................................................................................................. 14 

2. Methods .................................................................................................................. 16 

2.1 Genesis of EEG signal ............................................................................................ 16 

2.2 Intracranial electroencephalography ................................................................... 18 

2.3 Brain physiology studied in patients .................................................................... 19 

2.4 Event-related potentials ....................................................................................... 20 

2.5 Spatio-temporal characteristics of neuronal activation ....................................... 22 

2.6 Simultaneous intracranial and scalp electroencephalography ............................ 23 

2.7 Scalp electroencephalography and scalp field potential maps ............................ 25 

2.8 Microstate analysis ............................................................................................... 27 

3. Event-related potentials and higher brain functions .............................................. 29 

3.1 Non-motor cognitive functions ............................................................................ 32 

3.2 P3-like waveform and movement execution ....................................................... 39 

3.3 Movement-related cognitive functions ................................................................ 43 

4. Event-related potentials as biomarkers of impaired brain ..................................... 49 

5. Resting-state brain electrophysiological activity .................................................... 51 

5.1 Resting-state subcortico-cortical interactions in human brain ............................ 52 

5.2 Resting-state large-scale brain networks in affective disorders .......................... 56 

6. Deep brain stimulation in neuropsychiatry ............................................................ 63 

7. Conclusion ............................................................................................................... 67 

References ...................................................................................................................... 68 

List of peer-reviewed articles of the candidate .............................................................. 79 

  



10 
 

List of annexes 

Annex 1 (page 36) 
Damborská, A., Brázdil, M., Rektor, I., & Kukleta, M. (2012).  Late divergence of target 
and nontarget ERPs in a visual oddball task. Physiological research, 61(3), 307-318. 
IF(2012) = 1.531, rank Q3  
Quantitative contribution: 80% 
Content contribution: pre-processing, analysis, participation in statistical evaluation, 
writing the initial draft, table and figure preparation, corresponding author 
 
Annex 2 (page 37) 
Roman, R., Brázdil, M., Chládek, J., Rektor, I., Jurák, P., Světlák, M., Damborská, A., 
Shaw, D.J., Kukleta, M. (2013). Hippocampal negative event-related potential recorded 
in humans during a simple sensorimotor task occurs independently of motor 
execution. Hippocampus 23 (12), 1337-1344. 
IF(2013) = 4.302, rank Q1  
Quantitative contribution: 5% 
Content contribution: participation in table and figure preparation, critical 
commenting 
 
Annex 3 (page 38) 
Kukleta, M., Damborská, A., Roman, R., Rektor, I., & Brázdil, M. (2016). The primary 
motor cortex is involved in the control of a non-motor cognitive action. Clinical 
Neurophysiology, 127 (2), 1547 – 1550. 
IF(2016) = 3.866, rank Q1  
Quantitative contribution: 40% 
Content contribution: participation in writing the initial draft, participation in table and 
figure preparation, corresponding author 
 
Annex 4 (page 41) 
Damborská, A., Brázdil, M., Jurák, P., Roman, R., & Kukleta, M. (2001). Steep U-shaped 
EEG potentials preceding the movement in oddball paradigm: Their role in movement 
triggering. Homeostasis in Health and Disease, 41(1-2), 60-63.  
Quantitative contribution: 70% 
Content contribution: pre-processing, analysis, writing the initial draft, table and figure 
preparation 
 
Annex 5 (page 42) 
Damborská, A., Brázdil, M., Rektor, I., Roman, R., & Kukleta, M. (2006). Correlation 
between stimulus-response intervals and peak amplitude latencies of visual P3 waves. 
Homeostasis in Health and Disease, 44(4), 165-168.  
Quantitative contribution: 70% 
Content contribution: pre-processing, analysis, writing the initial draft, table and figure 
preparation 
 
 
 

http://www.muni.cz/people/24083
http://www.muni.cz/people/2042
http://www.muni.cz/people/1073
http://www.muni.cz/people/2026
http://www.ncbi.nlm.nih.gov/pubmed?term=Roman%20R%5BAuthor%5D&cauthor=true&cauthor_uid=23893909
http://www.ncbi.nlm.nih.gov/pubmed?term=Br%C3%A1zdil%20M%5BAuthor%5D&cauthor=true&cauthor_uid=23893909
http://www.ncbi.nlm.nih.gov/pubmed?term=Chl%C3%A1dek%20J%5BAuthor%5D&cauthor=true&cauthor_uid=23893909
http://www.ncbi.nlm.nih.gov/pubmed?term=Rektor%20I%5BAuthor%5D&cauthor=true&cauthor_uid=23893909
http://www.ncbi.nlm.nih.gov/pubmed?term=Jur%C3%A1k%20P%5BAuthor%5D&cauthor=true&cauthor_uid=23893909
http://www.ncbi.nlm.nih.gov/pubmed?term=Sv%C4%9Btl%C3%A1k%20M%5BAuthor%5D&cauthor=true&cauthor_uid=23893909
http://www.ncbi.nlm.nih.gov/pubmed?term=Damborsk%C3%A1%20A%5BAuthor%5D&cauthor=true&cauthor_uid=23893909
http://www.ncbi.nlm.nih.gov/pubmed?term=Shaw%20DJ%5BAuthor%5D&cauthor=true&cauthor_uid=23893909
http://www.ncbi.nlm.nih.gov/pubmed?term=Kukleta%20M%5BAuthor%5D&cauthor=true&cauthor_uid=23893909
http://www.ncbi.nlm.nih.gov/pubmed/23893909


11 
 

Annex 6 (page 47) 
Damborská, A., Roman, R., Brázdil, M., Rektor, I., & Kukleta, M. (2016). Post-
movement processing in visual oddball task - evidence from intracerebral recording. 
Clinical Neurophysiology, 127 (2), 1297 – 1306.  
IF(2016) = 3.866, rank Q1  
Quantitative contribution: 90% 
Content contribution: development of the initial idea, pre-processing, analysis, 
statistical evaluation, writing the initial draft, table and figure preparation, assistance 
in corresponding author 
 
Annex 7 (page 48) 
Kukleta, M., Damborská, A., Turak, B., & Louvel, J. (2017). Evoked potentials in final 
epoch of self-initiated hand movement: A study in patients with depth electrodes. 
International Journal of Psychophysiology, 117, 119-125.  
IF(2017) = 2.868, rank Q2  
Quantitative contribution: 40% 
Content contribution: participation in writing the initial draft, participation in table and 
figure preparation, corresponding author 
 
Annex 8 (page 50) 
Gomes, J. & Damborská, A. (2017). Event-related potentials as biomarkers of Mild 
Traumatic Brain Injury. Activitas Nervosa Superior,59 (3-4), 87-90.  
Quantitative contribution: 50% 
Content contribution:  development of the initial idea, participation in writing the 
initial draft, corresponding author 
 
Annex 9 (page 55) 
Damborská, A., Lamoš, M., Baláž, M., Deutschová, B., Brunet, D., Vulliemoz, S., 
Bočková, M., & Rektor, I. (2021) Resting-State Phase-Amplitude Coupling Between the 
Human Subthalamic Nucleus and Cortical Activity: A Simultaneous Intracranial and 
Scalp EEG Study, Brain Topography, 34(3), 272-282. 
IF(2021) = 4.275, rank Q2  
Quantitative contribution: 70% 
Content contribution: design of the study, participation in data acquisition, pre-
processing, table and figure preparation, writing the initial draft, corresponding author 
 
Annex 10 (page 60) 
Damborská, A., Tomescu, M.I., Honzírková, E., Barteček, R., Hořínková, J., Fedorová, 
S., Ondruš Š., Michel C.M. (2019b). EEG resting-state large-scale brain network 
dynamics are related to depressive symptoms. Frontiers in Psychiatry, 548 (10) 
IF(2019) = 2.849, rank Q2 
Quantitative contribution: 90% 
Content contribution: development of the initial idea, design of the study, supervision 
on data acquisition, pre-processing, analysis, statistical evaluation, writing the initial 
draft, table and figure preparation, corresponding author 
 
 



12 
 

Annex 11 (page 61) 
Damborská, A., Piguet, C., Aubry, J-M., Dayer, A.G., Michel C.M., Berchio, C.  (2019c). 
Altered EEG resting-state large-scale brain network dynamics in euthymic bipolar 
disorder patients. Frontiers in Psychiatry, 826 (10) 
IF(2019) = 2.849, rank Q2 
Quantitative contribution: 80% 
Content contribution: development of the initial idea, pre-processing, analysis, 
statistical evaluation, writing the initial draft, table and figure preparation, 
corresponding author 
 
Annex 12 (page 62) 
Damborská, A., Honzírková, E., Barteček R., Hořínková J., Fedorová, S., Ondruš, Š., 
Michel, C.M., Rubega, M. (2020). Altered directed functional connectivity of the right 
amygdala in depression: high-density EEG study. Scientific Reports, 4398 (10) 
IF(2020) = 4.380, rank Q1  
Quantitative contribution: 60% 
Content contribution: development of the initial idea, design of the study, supervision 
on data acquisition, pre-processing, participation in writing the initial draft, 
participation in table and figure preparation, corresponding author 
 
Annex 13 (page 65) 
Ludovico, I.C. & Damborská, A. (2017). Deep brain stimulation in Parkinson’s disease: 
Overview and complications. Activitas Nervosa Superior, 59(1), 4-11.  
Quantitative contribution: 50% 
Content contribution: development of the initial idea, participation in writing the initial 
draft, corresponding author 
 
Annex 14 (page 66) 
Drobisz D. & Damborská A. (2019). Deep brain stimulation targets for treating 
depression, Behavioural Brain Research, 359 (1), 266-273. 
IF(2019) = 2.977, rank Q2 
Quantitative contribution: 50% 
Content contribution:  development of the initial idea, participation in writing the 
initial draft, figure preparation, corresponding author 

  



13 
 

List of abbreviations 

BD  bipolar disorder 

DBS  deep brain stimulation  

EEG  electroencephalography  

EPSP   excitatory postsynaptic potential 

ERP   event-related potential 

LMP   late movement potential 

iEEG   intracranial electroencephalography  

IPSP   inhibitory postsynaptic potential 

MDD   major depressive disorder 

M1   primary motor cortex 

PAC   phase-amplitude coupling 

preSMA  the most anterior portion of supplementary motor area 

PSP   postsynaptic potential 

SR interval  stimulus-response interval; reaction time 

STN   subthalamic nucleus 

  



14 
 

1. Introduction 

I started to study the electrophysiology of the human brain at the Department of 

Physiology at Faculty of Medicine at Masaryk University in Brno under the supervision 

of Miloslav Kukleta, the leader of the neurophysiology research group, who initiated a 

new university course on Neuroscience within the General medicine curriculum in 

early 1990s. Miloslav Kukleta, being a neurophysiologist and board-certified 

psychiatrist, was a leading actor in the psychosomatic approach to the 

etiopathogenesis of diseases, especially of mental disorders (Damborská, 2015a, 

2015b). I was lucky to come to his lab at the moment, when his studies on intracranially 

recorded brain activity started, in collaboration with Ivan Rektor and Milan Brázdil 

from the 1st Department of Neurology at St. Anne’s University Hospital in Brno. Using 

this unique methodological approach, we were disclosing electrophysiological 

correlates of higher brain functions in human.  

In 2015 I welcomed the opportunity to join the team of the Department of 

Psychiatry at Faculty of Medicine at Masaryk University and University Hospital Brno, 

where in position of a physician I could exploit my theoretical knowledge in the clinical 

praxis. With my former experience in electroencephalography (EEG) that was limited 

to intracranial recording I decided to extend my skills with the method of scalp EEG.  In 

2016 I gained functional specialization in EEG, which confirmed my expertise in clinical 

EEG evaluation. Later on, during the years 2017-2019, my long-standing focus on brain 

electrophysiology, ambition of wider study of EEG methods and rising interest in 

neuropsychiatry led to collaboration with Christoph Michel on high-density EEG 

investigations of resting-state large-scale brain network dynamics in affective 

disorders. In his lab at the University of Geneva in Switzerland I conducted my project 

DEBRASA funded by the EU (cordis.europa.eu/project/id/739939) (Damborská, 

2019a). Within this project, together with the team of Jean-Michel Aubry, head of the 

Department of Psychiatry at Geneva University Hospital, we investigated resting-state 

electrophysiological abnormalities in affective disorders identifying promising 

biomarkers of the disease and providing knowledge perquisite for evaluating deep 

brain structures as candidates for invasive neurostimulation treatment of depression.  
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Currently I conduct my research at the Department of Psychiatry at the Faculty of 

Medicine at Masaryk University and University Hospital Brno, where I focus mainly on 

large-scale brain neuronal networks in depressive patients, searching for biomarkers 

of antidepressant treatment response. Some of the specific areas of my actual 

interests include also study of electrophysiological correlates of responsiveness to 

dialectical behavioural therapy in borderline personality disorder. Furthermore, at the 

same time I am involved in studies on the resting-state cortico-subcortical functional 

coupling of the human brain performed within the research group of Ivan Rektor at the 

Central European Institute of Technology in Brno.  

This thesis is laid out as follows. Following this introductory chapter, the 

methodology is described in Chapter 2. The unifying aspect of all original studies 

included in this thesis is the employment of electroencephalography (EEG). The basic 

principles of EEG signal generation are summarized in Chapter 2.1.  For purposes of 

our studies, we used both intracranial (Chapter 2.2) and scalp (Chapter 2.7) recordings, 

we even performed simultaneous intracranial-scalp recording (Chapter 2.6), and we 

used analytical approaches such as event-related potentials (Chapter 2.4), connectivity 

estimation (Chapter 2.5) and microstates (Chapter 2.8). We are aware of 

methodological limitations related to intracranial studies and I discuss this issue in 

Chapter 2.3. The next four chapters provide commentary on my contribution to the 

field of neuroscience. The reader will be introduced to our findings from three different 

recording approaches: (1) intracerebral recordings that concern electrophysiological 

correlates of higher brain functions (Chapter 3); (2) scalp recordings that concern 

resting-state electrophysiological brain abnormalities in affective disorders (Chapter 

5.2), and (3) simultaneous intracranial and scalp recordings that concern resting-state 

large-scale brain network functional organization in human (Chapter 5.1). In two 

chapters, commentaries on our critical reviews on clinical applications of 

electrophysiological findings (Chapter 4) and on deep brain stimulation treatment 

(Chapter 6) are provided. 

Various analytical approaches were used in the processing of EEG data included in 

this thesis. To investigate electrophysiological correlates of higher brain functions, I 

evaluated event-related potentials elicited during various cognitive tasks and self-

initiated voluntary movement (Chapter 3). To study resting-state brain activity, I 
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performed microstate analysis and my coauthors calculated phase-amplitude coupling 

and partial directed coherence (Chapter 5). In all but one study (Roman et al., 2013 - 

Annex 2, Chapter 3.1) included as annexes to this thesis I am the first and/or 

corresponding author. 

The overarching goal of the studies included in this habilitation thesis is to 

contribute to the knowledge on neuronal substrate of both resting-state mental 

activity and higher brain functions in human, which might be exploited to improve 

diagnostics and treatment in neuropsychiatry in future. 

 

2. Methods 

The studies included in this habilitation thesis belong to the field of 

electrophysiology of the human brain. To study the brain’s activity, we employed 

electroencephalography (EEG) that, having been described by Hans Berger in 1929, 

now more than 90 years later, is widely used to observe both temporal and spatial 

characteristics of brain networks in various mental states (Schomer & Da Silva, 2018).  

 

2.1 Genesis of EEG signal  

The main principles summarized here are treated in detail in Chapter 2 of 

Niedermeyer’s electroencephalography (Amzica & Da Silva, 2018), to which more 

interested readers are referred. 

The electric activity of brain cells is generated by ionic currents flowing across the 

neuronal membrane. The neurons are polarized cells with resting membrane potential 

around -70mV, meaning that intracellular space is negatively charged compared to the 

extracellular compartment. During the generation of action, postsynaptic, or receptor 

potentials, ions enter the intracellular space through an active opening of ion channels, 

thus constituting a so called primary current at the synapse region. A potential gradient 

develops along the membrane in the intra- and extracellular spaces, which causes flow 

of ions along the membrane. In some distance along the membrane from this current 

injection, ions passively cross the membrane as a compensatory so-called ohmic 

current. 
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The main neuronal activity that is reflected in the EEG signal is the postsynaptic 

potential (PSP), while the contribution of other potentials is considered limited. Two 

types of PSPs can be generated, i.e., excitatory (EPSPs) or inhibitory (IPSPs). In the case 

of an EPSP, the primary current is typically carried by the entrance of Na+ ions into the 

intracellular space, while in an IPSP, the primary current is typically carried by the 

entrance of Cl- ions into the cell or extrusion of K+ ions from the cell. Thus, in the case 

of an EPSP (Fig. 1A), the local concentration of positively charged ions in the 

extracellular space decreases, and therefore it is called an active sink. This gives rise to 

the depolarization of the subsynaptic membrane. In the case of an IPSP (Fig. 1B), the 

local concentration of positively charged ions in the extracellular space increases, and 

therefore it is called an active source. This gives rise to the hyperpolarization of the 

subsynaptic membrane. In this way, the primary and ohmic currents across the 

membrane form sink/source dipoles in the extracellular space. In the case of an EPSP, 

a negative pole is created in the active sink in the synapse region, while the positive 

pole occurs in the passive source at a distance along the membrane. In the case of an 

IPSP, a positive pole is created in the active source in the synapse region, while the 

negative pole occurs in the passive sink at a distance along the membrane. 

 

 

 

 

 

 

 

 

 

 

Figure 1 Current flow patterns and formation of extracellular dipole around an idealized neuron due to 

synaptic activation. A Depolarization of the membrane with the sink at the excitatory synapse; B 

Hyperpolarization of the membrane with the source at the inhibitory synapse. (Maksymenko, 2019;  

adapted from Niedermeyer & Da Silva, 2004) 
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Resulting from these cellular processes a set of extracellular dipoles distributed 

within a given brain volume forms electric fields that can be detected, although 

attenuated, at some distance from their generation. The extracellular potentials that 

are recorded near their neuronal origin using intracranial electrodes are called local 

field potentials. These potentials further propagate through the brain and surrounding 

tissue to consequently form the scalp recorded EEG signal.  

A typical EEG signal in an adult consists of a wide frequency spectrum of oscillations 

(Krishnan et al., 2018). The range of clinically relevant EEG frequencies lies between 

0.1 and 100Hz. Classically, the following frequency bands are distinguished: δ: < 4 Hz, 

θ: 4 - 7 Hz, α: 8 - 13Hz, β: 14 - 40 Hz, γ: > 40 Hz. Technical advances in EEG recording 

systems enabled widening the EEG frequency range of interest at both ends of the 

spectrum. The lower end extends to the so-called ultra-slow activity (< 0.3 Hz) and the 

upper end extends up to 1000Hz as the so-called high-frequency oscillations, ripples 

and fast ripples. 

 

2.2 Intracranial electroencephalography 

The intracranial approach can be used when non-invasive techniques are not 

sufficient in diagnostics or therapy of neuropsychiatric disorders. Intracranial 

electroencephalography was introduced into clinical praxis in the 1940s in basal 

ganglia disorders treatment (Meyers & Hayne, 1948) and has been further exploited in 

epilepsy diagnostics since the 1950s (Rasmussen & Jasper, 1958). In Parkinson’s 

disease (PD), intracranially implanted electrodes are used for invasive 

neurostimulation. In epilepsy, the intracranial electroencephalography (iEEG) is used 

before surgery to localize the epileptogenic zone, i.e., the area that needs to be 

resected to abolish seizures. 

There are two types of intracranial recording: (1) stereotactic EEG, in which depth 

electrodes are implanted intracerebrally in cortical and deep brain structures and (2) 

the subdural recording or electro-corticogram, in which grids or strips of electrodes are 

placed under the dura mater. Multi-contact depth electrodes penetrating into the 

cerebral tissue, allowing systematic investigation of deep structures, were introduced 

in early 1970s (Talairach & Bancaud, 1973). Ten years later, Wyler introduced the 

subdural electrode (Wyler et al., 1984). Currently, there are no epileptosurgery 
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guidelines on when, whom, and how to implant with intracranial electrodes, and each 

centre has different rules based on personal experience and resources. Nevertheless, 

in all cases before implantation, results of non-invasive examination are considered, 

and the positions of intracranial electrodes are carefully planned. This is because the 

implanted electrodes can record from only a limited brain volume. This spatial 

limitation disadvantage is, however, balanced by the quality of the signal. Compared 

to the scalp EEG, the iEEG is only minimally affected by muscle and ocular artefacts. 

Moreover, intracranially recorded signals exhibit a high signal-to-noise ratio because 

there is no attenuation by the skull. Thus, the intracranial recordings provide a focal 

but magnified view of the brain. 

In order to localize the epileptogenic zone, the electrodes are implanted in the brain 

for several days. During this period there is a unique opportunity to investigate human 

brain activity directly when patients agree to participate in a research study. Similarly, 

during few days between the surgery and definite internalization of the deep brain 

stimulation electrodes, intracranially recorded activity from subcortical structures can 

be investigated in PD patients. Furthermore, recent technical advances enable in both 

epileptic and PD patients to perform simultaneous iEEG and scalp EEG during the short 

examination period (see Chapter 2.5). 

The method of intracranial EEG was introduced in clinical praxis in the Czech 

Republic in the early 1990s by Ivan Rektor at the 1st Department of Neurology at St. 

Anne’s University Hospital in Brno. Data recorded at this department were used in 

almost all intracranial studies included in this thesis (Chapter 3). 

 

2.3 Brain physiology studied in patients 

The unique advantage of the intracranial technique is the fact that it allows studying 

brain activity directly. When this approach, however, is used to study the physiology 

of the human brain, several limits exist due to obvious reasons. First, of course, it 

cannot be performed in healthy subjects. Second, in patients the brain can be 

examined only non-systematically. Namely, contrary to animal studies, where almost 

any region of interest can be examined, the exact position of intracranial electrodes in 

patients is given strictly by diagnostic and/or therapeutic requirements. Therefore, 

research interests and hypotheses are restricted to the structures selected by clinical 
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choice. Third, patients enrolled to neurosurgery program are relatively few in number 

and consequently they form a less homogenous experimental group in terms of 

demographic factors. Fourth, the patients’ brains investigated are not healthy. 

The third limitation can be balanced by a wider span devoted to data collection. In 

one of our studies (Damborská et al., 2021 – Annex 9, Chapter 5.1), we were collecting 

data from 11 subjects over eight years. Another possibility is to perform a multicentre 

study (Frauscher et al., 2018). The last limitation can be mitigated by the selection of 

available electrodes and by the selection of recording conditions. To mitigate the 

influence of the disease on our findings, we investigated recordings of epileptic 

patients that were obtained during interictal state from electrodes placed outside 

lesional and epileptogenic zones. For the same reason, we explored the brain activity 

in Parkinson’s disease patients under their usual anti-parkinsonian medication. 

Nevertheless, these precautions are imperfect, since for example epilepsy is viewed as 

a disease of neuronal networks (Da Silva et al., 2012), and an abnormal functioning of 

brain regions outside the focus of seizures cannot be excluded. Furthermore, 

nonspecific abnormalities on EEG in epileptic patients can be detected even during an 

interictal period (De Stefano et al., 2022). Similarly, suppressing Parkinson’s disease 

symptoms with medication does not necessarily mean the brain networks are normal 

and their activity physiological. 

Taken together, the reader must be aware that in all studies included in Chapter 3 

and Chapter 5.1 of this habilitation thesis, the interpretations of our results with regard 

to the physiological functioning of the brain must be considered with caution. 

 

2.4 Event-related potentials 

Electroencephalography (EEG) enables an investigation of human brain functions 

such as reactions of the brain to various discrete events. Two types of changes in the 

EEG may occur that are related to particular events: (1) the evoked responses, which 

are time-locked and phase-locked to a given event; and (2) the induced responses, 

which are time-locked but not phase-locked to a given event.  The former EEG changes 

are constituted by event-related potentials (ERPs), while the latter include event-

related desynchronization and event-related synchronization. 
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The ERPs are barely apparent on the native EEG record. To visualize them, an 

averaging of short EEG segments (trials, sweeps) covering both the pre- and post-event 

periods is used. By averaging, the resulting recording will suppress random background 

activity (noise) directly unrelated to the event. This is deducted from each other during 

the computation. On the contrary, regular activity (signal) is raised in the form of ERP. 

In other words, averaging EEG leads to an increase in the signal-to-noise ratio. The 

interpretation of ERPs is based on the assumption that in an anatomical region the 

same neuronal activity occurs in the same time window when the same event is 

repeated. Depending on the mental processes studied, different events are used as a 

trigger for averaging procedure, i.e., the stimulus onset or the motor response onset. 

The traditional analytical approach using single-channel assessment considers the 

ERPs as a series of waveforms (components), each characterized with polarity, shape, 

amplitude, latency, and spatial distribution on the scalp.  One subset of the ERPs 

consists of early sensory (visual, auditory, somatosensory) evoked potentials. These 

include components labelled as C1, P1, N1, P2 that appear up to 250 ms after stimulus 

onset during a cognitive task. Early ERP components correspond to the sensory 

processing of the stimulus (Näätänen & Picton, 1987; Crowley & Colrain, 2004; Foxe et 

al., 2002). These are followed by late cognitive potentials. These include components 

such as N2, P3, N400, P600 that are considered to reflect cognitive processes (Sutton 

et al, 1965; Donchin et al., 1978; Hillyard et al., 1978; Halgren et al., 1998). The early 

sensory potentials are particularly influenced by the physical properties of the 

stimulus. By contrast, it is typical for the late cognitive components that their 

formation is not influenced by the physical properties of the stimulus, nor is it 

dependent on the kind of sensory modality. The splitting of components into purely 

sensory and cognitive is commonly used in literature; nevertheless, this split is to some 

extent artificial, as the functional base of some components can be multiple and also 

some waves overlap with each other over time. 

For decades, scalp-recorded ERPs elicited during cognitive tasks have been 

employed as useful tools for studying processes of cognition. Later on, an intracerebral 

EEG recording enabled to search for the spatiotemporal aspects of these mental 

operations. The description of spatiotemporal characteristics of intracerebral ERPs 

provided relevant data for understanding of the organization and functional principles 
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of cognitive networks (Halgren et al., 1998; Brázdil et al., 2003; Kukleta et al., 2003; 

Roman et al., 2005; Damborská et al., 2012; 2016; Rektor et al., 2007). The ERP topic 

covered in Chapters 3 and 4 of this habilitation thesis has been at the centre of our 

research interests for years. More details on ERP methodology can be found in the 

doctoral theses (Damborská, 2012; Roman, 2004). 

 

2.5 Spatio-temporal characteristics of neuronal activation 

Connectivity studies aim to identify real active relations between brain regions. 

There are three main connectivity levels that are studied in the brain: (1) the structural 

connectivity describing the existence of white matter tracts physically interconnecting 

brain regions; (2) the functional connectivity defined as a temporal linkage between 

two signals recorded in two different brain loci, thus reflecting functional interactions 

between relevant brain regions; (3) the effective (directed functional) connectivity 

describing causal influences that neuronal populations exert over another. Intracranial 

EEG signals as well as source reconstructed scalp EEG signals are highly suitable for 

both functional and effective connectivity investigation, since they provide spatio-

temporal information about neuronal activation. 

Functional connectivity between neuronal groups can be assessed either in the time 

domain by calculating the correlation of the signals or in the frequency domain by 

calculating the coherence of power spectra of the signals. It was shown that intracranial 

EEG signals recorded in remote brain regions reveal highly significant correlations 

corresponding to the level of phase synchronization of EEG oscillations that reflect 

cognitive network interactions (Kukleta et al., 2009; Kukleta et al., 2017 – Annex 7, 

Chapter 3.3). Furthermore, according to the communication-through-coherence 

hypothesis, it was proposed that communication between two neuronal groups 

depends on coherence within specific frequency bands (Fries 2005). Additionally, the 

authors of the gating-by-inhibition hypothesis suggested that the routing of 

information flow between brain regions is established by actively inhibiting the 

pathway not required for the task (Jensen & Mazaheri, 2010). These hypotheses were 

recently unified via a cross-frequency coupling phenomenon (Bonnefond et al., 2017). 

It suggests that communication between two regions is established by the phase 

synchronization of oscillations at lower frequencies (< 25 Hz) which serve as a temporal 
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reference frame for information carried by high-frequency (> 40 Hz) activity. 

Specifically, high-frequency oscillations are expected to be nested within low-

frequency oscillations, i.e., they would occur only during the excitability phase of the 

lower-frequency oscillations. One of the best-studied forms of cross-frequency 

coupling is a phase-amplitude coupling, in which the amplitude of a higher frequency 

oscillation is coupled to the phase of a lower frequency oscillation (Canolty et al. 2006). 

The phase-amplitude coupling was used in our recent study to assess the spatio-

temporal characteristics of coordinated cross-structural subcortico-cortical activity 

(Damborská et al., 2021 – Annex 9, Chapter 5.1). 

To investigate the effective connectivity of brain networks, adaptive estimation 

algorithms can be used. Particularly, Granger causality based on adaptive filtering 

enables to deal with time-varying multivariate time-series and test direct causal links 

among multiple brain regions. A signal x is said to Granger-cause another signal y if the 

history of x contains information that helps to predict y above and beyond the 

information contained in the history of y alone (Granger, 1969). A causal relationship 

between more than two EEG signals can be studied with directed transfer function and 

partial directed coherence that is built upon the Granger causality principle (Baccala & 

Sameshima, 2001). An abnormal increase in directed functional connectivity arising 

from the right amygdala during resting condition was demonstrated on source 

reconstructed scalp EEG signal in patients with affective disorders (Damborská et al., 

2020 – Annex 12, Chapter 5.2). 

 

2.6 Simultaneous intracranial and scalp electroencephalography 

Currently, the simultaneous intracranial electroencephalography (iEEG) and scalp 

EEG is not applied in clinical practice, although initial attempts have recently been 

made in seizure onset detection (Abramovici et al., 2018; Antony et al., 2019). Rather, 

this approach is used in epilepsy research to identify new scalp recorded markers of 

epileptic activity (De Steffano et al., 2022), develop machine learning models for 

epileptic seizure prediction from scalp EEG (Li et al., 2021), evaluate the accuracy of 

interictal (Iachim et al., 2021) and ictal (Barborica et al., 2021) electrical source 

localization from scalp EEG in epilepsy diagnostics, and assess the localizing value of 

scalp recorded spikes (Ray et al., 2007). To the best of my knowledge, no sooner than 
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in our recent study (Damborská et al., 2021 – Annex 9, Chapter 5.1), simultaneous iEEG 

and scalp EEG (Fig. 2) was performed in Parkinson’s disease (PD) patients and exploited 

to investigate the functional organization of the human brain. 

In PD patients the simultaneous iEEG and scalp EEG can be performed by Ag–AgCl 

electrodes filled with conductive paste and placed on the scalp according to the 

International 10/10 System. The central scalp region is excluded owing to 

postoperative bandages around externalized intracranial deep brain stimulation 

electrodes implanted bilaterally into the subthalamic nucleus (Fig. 2). 

 

 

Figure 2 Intracranial deep brain stimulation electrode cables (black arrows) and 51 Ag–AgCl scalp 

electrodes in a Parkinson’s disease patient 

 

A more sophisticated scalp electrode acquisition system is currently available for 

simultaneous recording. An elastic net of 256 plastic cup scalp electrodes is fitted on 

the patient's head. All electrodes are filled with a conductive paste. The intracranial 

electrode cables are disconnected prior to the fitting of the scalp net, passed 

individually through the scalp net and reconnected to the clinical recording system  

(Fig. 3).  
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Figure 3 Intracranial electrode cables (white arrows) and 256 plastic cup scalp electrodes (De Stefano et 

al., 2022) 

 

2.7 Scalp electroencephalography and scalp field potential maps 

Electroencephalography (EEG) recording consists of one value for each moment in 

time and each electrode. The recorded EEG signal is thus represented with two 

variables, i.e., time and space. The traditional way of EEG signal analysis is based on an 

assessment of waveform morphology. This approach has been used for years both in 

the scalp and intracranial recordings and was also employed in all our studies included 

in Chapter 3. Although the set of only 19 scalp electrodes is still routinely used in clinical 

praxis, significant technological advances enable to record electrophysiological brain 

activity simultaneously from up to 256 electrodes distributed over the scalp. In order 

to capture the spatial information from these simultaneous high-density scalp 

recordings, a potential map can be constructed for every single moment, reflecting the 

distribution of the potentials on the scalp. The idea of analyzing these scalp field 

potential maps was formulated decades ago (Lehmann & Skrandies, 1984) and has 

been called EEG topographical mapping. Methods to analyze the scalp electric field 

recorded with multichannel EEG are described in detail in Chapter 45 of Niedermeyer’s 

electroencephalography (Michel & He, 2018), to which more interested readers are 

referred. 

Scalp field data can be displayed on a two-dimensional scheme of the electrode 

positions on the head surface. To this end, the three-dimensional scheme of positions 

of the electrodes is wrapped on a two-dimensional plane, implying some distortions of 

electrode distances similar to those encountered at geographic maps representing the 

earth’s surface (Fig. 4).  
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Figure 4 Distribution of 204 electrodes on scalp in three-dimensional (left) and two-dimensional (right) 

scheme; scalp seen from the top, nose in front, left ear left. 

 

Having constructed the electrode scheme, the voltage values are assigned to their 

positions. The spatial points between the electrode positions are estimated by 

interpolation, i.e., values at locations that were not measured are computed. Finally, 

by adding visual codes for specific values, the visualization of the scalp field potential 

map is made (Fig. 5).  

 

Figure 5 Two-dimensional idealized scalp field map in a time point with a positive (red) and negative 

(blue) voltage. Colour intensities code different voltages indicated in the colour scale; scalp seen from 

the top, nose in front, left ear left. 
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The construction of scalp field potential maps is a basic step in microstate analysis 

(Fig. 6C, Chapter 2.8) that was employed in our two studies (Damborská et al. 2019 b, 

c – Annex 10, 11, Chapter 5.2) and a precursor to source imaging that we used in our 

recent study (Damborská et al., 2020 – Annex 12, Chapter 5.2). By physical laws, 

different map topographies must have been produced by different source 

configurations in the brain (Helmholtz, 1853). Thus, the identification of different map 

topographies over time or between conditions, or subjects, provides important 

information about whether and when differences in sources of electrical brain activity 

occur (Michel et al., 2004). 

 

2.8 Microstate analysis 

Scalp electroencephalography (EEG) measures the electric potential generated by the 

neuronal activity in the brain with a temporal resolution in the millisecond range. A 

sufficient number of electrodes distributed over the scalp, i.e., high-density-EEG (HD-

EEG), allows for the reconstruction of a scalp potential map representing the global 

brain activity (Michel & Murray, 2012). Any change in the map topography reflects a 

change in the distribution and/or orientation of the active sources in the brain 

(Lehmann, 1987). Already in 1987, Lehmann et al. observed that in spontaneous 

resting-state EEG, the topography of the scalp potential map remains stable for a short 

period of time and then rapidly switches to a new topography in which it remains 

stable again. Ignoring map polarity, the duration of these stable topographies is around 

80–120 ms. Lehmann called these short periods of stability EEG microstates and 

attributed them to periods of synchronized activity within large-scale brain networks. 

For a recent review, see ref. (Michel & Koenig, 2018). Assessment of the temporal 

characteristics of these microstates provides information about the dynamics of large-

scale brain networks because this technique simultaneously considers signals recorded 

from all areas of the cortex. Since the temporal variation in resting-state brain network 

dynamics may be a significant biomarker of illness and therapeutic outcome 

(Hutchison et al., 2013; Chang & Glover, 2010; Honey et al., 2007), microstate analysis 

(Fig 6) is a highly suitable tool for this purpose. 
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Figure 6 Microstate analysis: (A) resting-state EEG from a subsample of 16 out of 204 electrodes; (B) GFP 

curve with peaks (vertical lines) in the same EEG period as shown in (A); (C) potential maps at successive 

GFP peaks, indicated in (B), from the first 1 s period of the recording; (D) set of five cluster maps best 

explaining the data as revealed by k-means clustering of the maps at the GFP peaks; (E) the original EEG 

recording shown in (A) with superimposed colour-coded microstate segments. Note that each time 

point of the EEG recording was labelled with the cluster map, shown in (D), with which the instant map 

correlated best. The duration of segments, occurrence, and coverage for all microstates is computed on 

thus labelled EEG recording. (Damborská et al., 2019c - Supplementary Figure 1 - Annex 11, Chapter 

5.2); GFP = global field power = standard deviation of values (μV) across all electrodes in a given time 

point 
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3. Event-related potentials and higher brain functions 

 Higher brain functions that are crucial for human behaviour represent the most 

scientifically challenging functions of human. These complex functions involve 

cognitive and executive functions. The cognitive functions enable us to attend to, 

identify and act meaningfully in response to external and internal stimuli. They include 

detection of the stimulus, decoding its significance, memory involvement, deciding, 

response selection, planning, response inhibition, response performance, 

performance and error monitoring. Executive functions are considered to be a part of 

a control system that adapts cognitive functions to the current environment and state 

of the organism. The brain regions that carry out such complex functions are the 

association cortices, which integrate information from different brain regions. The 

afferent projections come from the primary and secondary sensory and motor cortices, 

hippocampus, thalamus, and brainstem. The efferent projections reach the 

hippocampus, basal ganglia, cerebellum, thalamus, as well as other cortical regions 

(Fig.7) 

Fundamental insights into the functional engagement of different brain regions in 

cognitive and executive processes have already been provided by observations of 

patients with damage to these areas, non-invasive brain imaging of normal subjects, 

functional mapping at neurosurgery in patients with e.g., epilepsy or Parkinson´s 

disease (PD), and invasive animal studies. Evidence from these investigations suggests 

that the parietal association cortex is important for attending to stimuli, the temporal 

association cortex for audition and recognizing objects, the frontal association cortex 

for selecting and planning behavioural responses, and the occipital/parietal association 

cortex for vision (Purves et al., 2018). Nevertheless, the functional organization of 

these brain regions into a coordinated activity of large-scale brain networks is not fully 

understood yet. 
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Figure 7 Summary of the overall connectivity of the association cortices. VA ventral anterior nucleus, VL 

= ventral lateral nucleus, MD = medial dorsal nucleus, LP = lateral posterior nucleus. (From Purves et al., 

2018, Figure 27.3) 

 

In studies included in this chapter of the habilitation thesis I focused on the 

identification and investigation of brain networks engaged in non-motor and 

movement-related higher brain functions. To this end, together with my colleagues I 

studied ERP brain activity during non-motor responses to visual stimuli as well as 

evoked activity before, during and after voluntary movements, either performed as 

self-paced movements or within different cognitive tasks. All intracerebral studies 

included in this chapter of the habilitation thesis were conducted at Masaryk University 

in Brno in collaboration between the Department of Physiology, 1st Department of 

Neurology, and Central European Institute of Technology. One intracerebral study 

(Kukleta et al., 2017 – Annex 7, Chapter 3.3) was performed on patients recruited at 

the Neurosurgery department at Sainte-Anne Hospital Center in Paris. Others were 
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done on patients that were enrolled into the epileptosurgery program at St. Anne’s 

University Hospital in Brno. 

Our intracerebral ERP studies that focused on non-motor cognitive functions in the 

human brain extended current knowledge on this topic by identifying brain regions 

within the temporal and frontal cortices involved in these functions (Damborská et al., 

2012 - Annex 1, Chapter 3.1). We have also demonstrated that during a simple 

sensorimotor task, human hippocampi generate a prominent negative ERP that occurs 

independently of motor execution, thus we provided evidence that hippocampal 

activity is related to the evaluation of stimulus meaning rather than to the motor 

response (Roman et al., 2013 - Annex 2, Chapter 3.1). Furthermore, we first showed 

that the primary motor cortex is implicated in the executive control of actions that are 

not motor in nature (Kukleta et al., 2016 - Annex 3, Chapter 3.1). 

One of the most studied ERP components is the P3 waveform, which was 

traditionally viewed as reflecting orientation, attention, update of working memory, 

decision, and cognitive closure of stimulus identification. Nevertheless, a series of 

studies conducted by our team brought the first intracerebral evidence that the P3 

phenomenon might be related not only to these non-motor cognitive functions but 

also to the movement-related ones (Damborská et al., 2000; 2003; 2004; Damborská 

et al., 2001 - Annex 4, Chapter 3.2; Damborská et al., 2006 - Annex 5, Chapter 3.2; 

Damborská, 2012; Roman et al., 2001; 2005). 

It is generally accepted that the control of intentional motor action involves brain 

operations that select, plan and execute the movement. The beginning of an action 

comprises motives for it, evaluation of advantages and disadvantages, and creation of 

its internal representation. The execution comprises a sequence of specific motor 

operations, which results in the formation of commands to muscles. The final 

operation provides confirmation that there is a match between the predicted and the 

actual state. We extended the knowledge of that time on this topic when we identified 

large-scale brain networks that might be involved in the process of movement 

execution (Damborská et al., 2000; 2003; 2004; Damborská et al., 2001 - Annex 4, 

Chapter 3.2; Damborská et al., 2006 - Annex 5, Chapter 3.2; Roman et al., 2001; 2005) 

and in the process of comparison between the intended and actually performed motor 

action (Damborská et al., 2016 - Annex 6, Chapter 3.3; Kukleta et al., 2017 - Annex 7, 
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Chapter 3.3). Moreover, in our latest work, we provided new findings on inhibition 

processes that are involved during motor tasks. Using a high-density scalp ERP 

approach, my PhD student Jiří Kutý has recently identified electrophysiological 

correlates of inhibition of motor action (Kutý et al., 2021). 

 

3.1 Non-motor cognitive functions 

The description of spatiotemporal characteristics of intracerebral ERP components 

may provide relevant data for understanding of the organization and functional 

principles of cognitive networks (Brázdil et al., 2003, Rektor et al., 2007). With the aim 

to search for electrophysiological correlates of non-motor cognitive functions, in our 

study (Damborska et al., 2012 - Annex 1), we evaluated the spatio-temporal 

characteristics of intracerebrally recorded ERPs elicited during a visual oddball task. 

During this task, subjects performed mental counting and motor activity in response 

to target stimuli, while no overt or covert responses were required after nontarget 

stimuli. We have demonstrated the existence of the target and nontarget ERPs with 

courses, initially almost identical and then divergent. We provided evidence that there 

are sites in the brain that manifest the point of the divergence in the very late phase 

of the task (more than 420 ms after the stimulus onset) with generators of late post-

divergence components in the parahippocampal gyrus, superior, middle and inferior 

temporal gyri, amygdala, and fronto-orbital cortex. In a paradigm where two different 

stimuli are presented and two different reactions are required, it is not surprising that 

the ERPs diverge. Of more interest is the fact that the divergence point in several brain 

sites was observed so late in the course of the ERP, thus suggesting that the stimuli 

were being processed equally in these brain sites for a very long time. It seems 

paradoxical that, during the period in which the stimuli have already been 

distinguished while the subject must be aware of different demands and the motor 

response has already been planned and in some cases even executed, some sites in 

the brain keep responding almost identically. In the light of the previous 

demonstration of brain sites with task-relevant EEG activity almost identical during the 

whole oddball task (Kukleta et al., 2003), this finding does not appear so illogical. 

Evidently, beside the activities specific to each task variant, there exist activities that 

are common to the target and nontarget task variants. As regards the processes 
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underlying these non-specific activities, they could include consciousness and 

sustained attention, since these functions are required for both task variants. On the 

other hand, the differences between the late post-divergence ERP components 

described in our study (Damborská et al., 2012 – Annex 1) appear to embody the task-

specific activities associated with the different closure of the task including different 

demands on memory engagement. 

Clinical evidence from patients with lesions of the temporal association cortex 

indicates that the recognition and identification of attended stimuli is one of the major 

functions of this part of the brain.  It is known that damage to either temporal lobe can 

result in agnosia, i.e., a disorder characterized by difficulty in recognizing, identifying, 

and naming different categories of objects. Associational connections within the 

temporal lobe are considered to be hierarchically organized, which enables only highly 

integrated information to reach the hippocampal formation (Lavenex & Amaral, 2000). 

ERP recorded in the hippocampus during cognitive motor tasks can be observed 

around 450 ms after stimulus onset as a large, mostly negative evoked activity (Halgren 

et al., 1980; Brázdil et al., 2001). This potential was suggested to reflect the arrival of 

neocortical information into the hippocampus or of recurrent inhibition from 

hippocampal pyramidal cells (Paller & McCarthy, 2002).  As such, this ERP has been 

used as an index of hippocampal activity during various cognitive tasks. Movement-

related increase in theta oscillations was observed in intracerebral recordings from the 

human hippocampus (Ekstrom et al., 2005). This finding is consistent with the 

sensorimotor integration theory suggesting that hippocampal theta activity may 

reflect the processing of sensory information related to the movement preparation 

and execution (Bland & Oddie, 2001). On the contrary, in our intracerebral EEG study 

we have demonstrated that the late-latency hippocampal negative ERP occurs 

independently of motor execution during a simple sensorimotor task (Roman et al., 

2013 - Annex 2). We have shown that the hippocampal negative potential was time-

locked to the auditory stimulus rather than to the motor response. Its latency did not 

correlate with reaction time; moreover, it either preceded or followed the motor 

response. We therefore suggested that this ERP may be related to the stimulus 

meaning evaluation. The finding of a long hippocampal ERP latency that in some cases 

exceeded the reaction time could be explained by the existence of a short-cut pathway 
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from auditory areas to secondary motor areas (Bender et al., 2006). Thus, we also 

demonstrated that the hippocampal stimulus meaning evaluation is not critical for the 

movement execution. 

The original hypothesis that the primary motor cortex (M1) has an important role 

in the processing of cognitive information related to motor functions (Georgopoulos 

et al., 1989) has been supported by both human and monkey studies that have 

documented the involvement of the M1 in the cognitive – motor processing during e.g. 

motor imagery (Lotze et al., 1999), serial order coding (Carpenter et al., 1999), and 

stimulus – response incompatibility (Zhang et al., 1997). Nevertheless, only our human 

intracerebral study produced the first evidence for the involvement of M1 during 

situations where no overt or covered motor action is present (Kukleta et al., 2016 - 

Annex 3). In that study we observed ERP consisting of an isolated late (over 500ms) 

waveform which was recorded in M1 as a response to the nontarget stimulus of the 

visual oddball task. The sequence of the main operations underlying the nontarget 

response ought to comprise detection and cognitive discrimination of the nontarget 

stimulus, selection and execution of the instructed response (i.e., doing nothing) and 

control of the accordance between the actual result of the action with its internal 

representation – in summary a set of predominantly cognitive tasks without direct 

linkage to the motor functions. Thus, our findings of the late ERP waveform elicited in 

the M1 during the nontarget task variant clearly suggest functional involvement of the 

M1 in cognitive processing not related to motor function. Since we observed that the 

same loci were activated both in correct and incorrect responses, we suggested that 

this potential does not reflect a process of inhibiting a motor response in the nontarget 

condition. Our findings rather support the view that these loci are engaged both in the 

control of correct performance and detection of errors. 

The control of accordance between the actual action and its internal 

representation, together with the processing of other information needed for action 

valuation and evaluation, is known to be realized by a large network of brain structures 

including frontal and parietal cortices, basal ganglia, thalamus, and brain stem nuclei 

(Ullsperger et al., 2014). The involvement of M1 in motor-related actions is not 

surprising. Its activation in cognitive operations, which are linked to non-motor actions, 

could be regarded as the manifestation of a relatively low specialization of the 
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underlying neuronal network. Our study (Kukleta et al., 2016 - Annex 3) thus extends 

the knowledge about M1 involvement in the executive control of actions by its 

implication in control of actions, which are not motor in nature. 

Annex 1 
Damborská, A., Brázdil, M., Rektor, I., & Kukleta, M. (2012).  Late divergence of target 
and nontarget ERPs in a visual oddball task. Physiological research, 61(3), 307-318. 
IF(2012) = 1.531, rank Q3  
Quantitative contribution: 80% 
Content contribution: pre-processing, analysis, participation in statistical evaluation, 
writing the initial draft, table and figure preparation, corresponding author 
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Roman, R., Brázdil, M., Chládek, J., Rektor, I., Jurák, P., Světlák, M., Damborská, A., 
Shaw, DJ., Kukleta, M. (2013). Hippocampal negative event-related potential recorded 
in humans during a simple sensorimotor task occurs independently of motor 
execution. Hippocampus 23 (12), 1337-1344. 
IF(2013) = 4.302; rank Q1  
Quantitative contribution: 5% 
Content contribution: participation in table and figure preparation, critical 
commenting 
 
Annex 3 
Kukleta, M., Damborská, A., Roman, R., Rektor, I., & Brázdil, M. (2016). The primary 
motor cortex is involved in the control of a non-motor cognitive action. Clinical 
Neurophysiology, 127 (2), 1547 – 1550. 
IF(2016) = 3.866; rank Q1  
Quantitative contribution: 40% 
Content contribution: participation in writing the initial draft, participation in table and 
figure preparation, corresponding author 
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Summary 

Different mental operations were expected in the late phase of 

intracerebral ERPs obtained in the visual oddball task with mental 

counting. Therefore we searched for late divergences of target 

and nontarget ERPs followed by components exceeding the 

temporal window of the P300 wave. Electrical activity from 

152 brain regions of 14 epileptic patients was recorded by means 

of depth electrodes. Average target and nontarget records from 

1800 ms long EEG periods free of epileptic activity were 

compared. Late divergence preceded by almost identical course 

of the target and nontarget ERPs was found in 16 brain regions 

of 6 patients. The mean latency of the divergence point was 

570±93 ms after the stimulus onset. The target post-divergence 

section of the ERP differed from the nontarget one by opposite 

polarity, different latency of the components, or even different 

number of the components. Generators of post-divergence ERP 

components were found in the parahippocampal gyrus, superior, 

middle and inferior temporal gyri, amygdala, and fronto-orbital 

cortex. Finding of late divergence indicates that functional 

differences exist even not sooner than during the final phase of 

the task. 
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Introduction 
 
 Scalp-recorded event-related potentials (ERPs) 
elicited during the so-called “oddball” task have been 
employed for decades as a useful tool for studying the 
processes of cognition. In the oddball task the subject 
responds by button pressing and/or mental counting 
only to the infrequent “target” (T) stimulus, which is 
presented randomly and repeatedly among frequent 
“nontarget” (NT) stimuli. The electrophysiological 
response to the targets is compared with that to the 
nontargets and the difference is taken as a measure of 
the differences in underlying brain processes (Sutton et 
al. 1965). As a rule, these ERPs are composed of 
several components, which differ in amplitude, latency, 
and/or polarity. The early or exogenous ERP 
components are thought to express the stimulus 
identification processes (Jewett et al. 1970, Grönfors 
1993). On scalp recording these components are 
referred to as P100, N100, and P200. The later or 
endogenous ERP components are considered to be 
associated with cognitive processes. One of the most 
studied endogenous ERP components is the P300 or P3 
wave, the largest positive-going peak occurring after the 
exogenous components within a time window of  
250-500 ms. Subsequent research showed that this 
component occurs in two main variants, P3a and P3b 
(Polich 1998, Comerchero and Polich 1999). These 
variants differ in latency and amplitude distribution. 

mailto:adambor@med.muni.cz
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According to recent interpretation (Polich 2007), the 
P3a originates from stimulus/driven frontal attention 
mechanisms during task processing, whereas P3b 
originates from temporal-parietal activity associated 
with attention and appears related to subsequent 
memory processing. It has also been suggested that the 
P300 may be related to updating internal models about 
context and environment, which is triggered by event-
related changes in theta rhythms reflecting self-motion 
(Shin 2011), thus supporting the view that cognition 
may be tightly interlocked to motor activity. 
 The assessment of differences between the target 
and nontarget ERPs is usually based on the amplitude 
and latency differences in the components. The 
differences between the T and NT responses occur in 
exogenous components if the triggering stimulus 
situation is complex (Luck and Hillyard 1994). On the 
other hand, the P300 components always differ in the T 
and NT responses representing a key differential sign 
(Hillyard et al. 1971, O’Donnell et al. 1997). In the 
nontarget response the P300 component either does not 
appear at all or exhibits smaller amplitude (Kok 1997). 
 From the behavioral point of view the oddball 
task consists of a sequence of brain operations, which 
include the detection of the stimulus, decoding its 
significance, decision “what to do”, execution of the 
instructed movement, and/or counting the T stimuli. The 
difference between the T and NT tasks in principle 
consists in motor response and counting of stimuli in the 
target trials and doing nothing in the nontarget ones. 
Searching for the spatiotemporal relationship between 
these operations using registration of the ERP is in scalp 
recording difficult because of large summation of the 
electrophysiological signals. The intracerebral recording 
is far more suitable in this respect. For example, in a 
number of cortical and subcortical brain structures 
generators of the P3-like wave were found using 
intracerebral electrodes (McCarthy et al. 1989, Baudena 
et al. 1995, Halgren et al. 1995a, b, 1998, Brázdil et al. 
1999, 2003, Rektor et al. 2003, 2005, 2007, Sochůrková 
et al. 2006, Damborská et al. 2009). Intracerebral 
recording disclosed also brain sites with different 
temporal characteristics of the P3-like component in the 
visual oddball task: one type related to the stimulus, 
other type related to the movement, and yet another type 
without any obvious relationship to these events 
(Roman et al. 2005). Another study reports on the 
modality specific P3-like component elicited in certain 
brain sites (Halgren et al. 1995b). With the help of 

intracerebral recording, generators of late evoked 
potentials similar to P3-like component were also found 
in Contingent Negative Variation paradigm in cortical 
as well as subcortical sites (Bareš et al. 2003). 
Intracerebral recording methods were also employed in 
studies using different response conditions in which the 
existence of task-specific P3-like potential generators 
(Brázdil et al. 2003) and of Contingent Negative 
Potential generators (Bareš et al. 2007) was proved. 
 The description of spatiotemporal 
characteristics of intracerebral ERP components may 
provide relevant data for understanding of organization 
and functional principles of cognitive networks (Brázdil 
et al. 2003, Kukleta et al. 2003, Roman et al. 2005, 
Damborská et al. 2006, Rektor et al. 2007). The oddball 
paradigm seems to be very useful in this respect, as it 
consists of sequence of partial functions both in target 
and nontarget variants. These functions are believed to 
be associated with the sequence of ERP components and 
thus the point of divergence (DP) between the target and 
nontarget ERPs found in a given brain site can be 
considered as a demonstration of the beginning of a 
functional divergence. In accordance with this 
interpretation the onset of the P3-like component could 
be considered as one example of such divergences. 
While there are many intracerebral studies aimed at the 
P3-like component in the visual oddball task, only two 
of them concerned also components of longer latency. 
In lateralized visual oddball intracerebral studies 
(Clarke et al. 1999a, b) patients exhibited late (>600 ms 
peak latency) ERP components with slow/broad 
morphology in response to target stimuli that, in turn, 
were either absent or of smaller amplitude to nontarget 
stimuli. These components were typically negative-
going and followed behavioral motor responses. They 
were pervasive, and polarity reversals were present in 
the insula/operculum region. Authors interpreted them 
as reflecting activity from secondary somatosensory 
cortex. 
 In the current study we searched for the 
divergence points of the target and nontarget ERPs in 
very late phase of the visual oddball task with mental 
counting. We supposed that even in the time window 
exceeding the latency of the P3-like component, 
differences between the target and nontarget ERPs 
should appear, thus giving rise to such late divergences, 
because different mental operations are expected in this 
phase. 
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Table 1. Investigated brain structures. 
 

Patient Electrodes 
(left/right) 

Contacts 
(left/right) 

Structures 

1 5/2 28/13 AMY´, PHG´, FG´, STG´, MTG´, ITG´, FOC´, RG´ 
PHG, ITG, CG, A6 

2 5/4 25/16 AMY´, HIP´, PHG´, STG´, MTG´, ITG´, OG´ 
AMY, HIP, PHG, MTG, OG 

3 4/1 27/15 AMY´, PHG´, FG´, MTG´, ITG´, CG´, DLPFC´, WTL´ 
HIP, BG, WFL 

4 1/6 15/26 HIP´, PHG´, BG´, WFL´ 
AMY, HIP, FG, STG, MTG, ITG, CG, OG, DLPFC, MFG 

5 1/1 14/14 AMY´, HIP´, BG´, WTL´, WFL´ 
AMY, HIP, BG, WTL, WFL 

6 6/4 24/17 AMY´, HIP´, STG´, MTG´, OG´, MeFG´ 
AMY, HIP, MTG, CG, RG, MFG, IFG, WFL 

7 1/3 12/29 AMY´, HIP´ 
HIP, PHG, STG, DLPFC, FOC 

8 1/3 13/28 AMY´, PHG´, BG´, STG´, MTG´, WTL´, WFL´ 
AMY, HIP, BG, STG, MTG, ITG, WTL, WFL 

9 0/6 0/41 AMY, HIP, PHG, FG, STG, MTG, ITG, FOC, RG, MeFG, MFG 
10 0/4 0/27 AMY, HIP, STG, MTG, WTL 
11 0/6 0/36 HIP, FG, STG, MTG, ITG, CG, A4, A5, IPL, MT, WTL, WPL 
12 4/5 15/26 HIP´, MTG´, CG´, DLPFC´, A8´, A9´, A10´ 

HIP, MTG, CG, DLPFC, MFG, A8, WTL, WFL 
13 7/0 41/0 AMY´, HIP´, STG´, MTG´, CG´, DLPFC´, FOC´, A9´, WFL´ 
14 3/0 29/0 AMY´, PHG´, FG´, BG´, MTG´, ITG´, WTL´ 

 
Number of the patient; number of electrodes implanted in the left and right hemispheres; number of contacts exploring sites in the left 
and right hemispheres; anatomical structures investigated: AMY – amygdala, HIP – hippocampus, PHG – parahippocampal gyrus, FG – 
fusiform gyrus, BG – basal ganglia, STG, MTG, and ITG – superior, middle, and inferior temporal gyri, CG – cingulate gyrus, DLPFC – 
dorsolateral prefrontal cortex, FOC – fronto-orbital cortex, OG – orbital gyri, RG – rectal gyrus, MeFG, MFG, and IFG – medial, middle, 
and inferior frontal gyri, A 4, 5, 6, 8, 9, and 10 – Brodmann’s areas 4, 5, 6, 8, 9, and 10, IPL – inferior parietal lobule, MT – 
mesencephalic tegmentum, WTL, WFL, and WPL – white matter of the temporal, frontal, and parietal lobes, symbol (´) indicates 
structures of the left hemisphere. 
 
 

Materials and Methods 
 
Subjects 
 Fourteen patients (3 women) aged from 20 to 45 
years were employed in the study. All subjects suffered 
from medically intractable epilepsy and were candidates 
for surgical treatment. They all were under antiepileptic 
drug therapy, which was determined by clinical 
considerations. During the period of diagnostic 
examination by intracerebral EEG recording, the doses of 
medicaments were reduced to allow seizures to develop 
spontaneously. They had normal or corrected-to-normal 
vision and all but one (Patient No. 6) were right-handed. 
The subjects gave us their informed consent to the 

experimental protocol that had been approved by the 
Ethical Committee of Masaryk University. 
 
Paradigm 
 A visual oddball task with mental counting was 
performed. The patients were sitting comfortably in a 
moderately lighted room and were focusing the centre of 
a monitor situated at about 100 cm from their eyes. 
Yellow capital letters X (target, T) or O (nontarget, NT) 
appeared repeatedly on white background in random 
order as experimental stimuli. Each stimulus presentation 
lasted 200 ms and the interstimulus interval varied 
randomly between 2 and 5 seconds. The target stimuli 
were five times less frequent than the nontarget ones. The 
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subjects were instructed to press a microswitch button 
with the dominant hand as quickly as possible, whenever 
a T stimulus appeared, to mentally count the T stimuli, 
and to ignore the NT stimuli. 
 
Data acquisition 
 Electrical activity was recorded during the task 
simultaneously from various brain sites by means of 
standard Micro Deep semi-flexible multicontact platinum 
electrodes. Having a diameter of 0.8 mm, each electrode 
carried 5-15 contacts 2.0 mm long separated by constant 
intervals of 1.5 mm. Strictly for diagnostic reasons, 
intracerebral depth electrodes were implanted to the 
patients; and structures of the frontal, temporal, and 
parietal lobes were examined (Table 1). Every patient 
received from 2 to 10 such electrodes exploring either or 
both hemispheres. Long electrodes examined both lateral 
and mesial cortical regions. The electrodes were placed 
using the methodology of Talairach et al. (1967) and their 
position was afterwards verified by magnetic resonance 
imaging with electrodes in situ. The registration was made 
with the help of a 64-channel Brain Quick EEG system 
(Micromed). All the recordings were monopolar with 
respect to a reference electrode attached to the right 
processus mastoideus. The impedances used were less than 
5 kΩ. The EEG signal was amplified with a bandwidth of 
0.1-40 Hz at a sampling rate of 128 Hz. One of the 
channels recorded the button pressing and yet another 
channel recorded the presentation of the experimental 
stimuli. We did not do electrooculography, because in 
contrast to the scalp recordings artefacts caused by eye 
movements and blinking are considered to be negligible in 
depth recordings. 
 
Analysis 
 The signal analysis was made offline with the 
help of ScopeWin software providing us 44 channels for 
simultaneous recordings. The recordings from lesions and 
epileptogenic zones and the trials with artefacts were 
rejected offline with visual inspection made by 
experienced person. Switching the button in response to a 
nontarget stimulus or its omission in response to a target 
one were considered as errors. In each subject all artefact-
free trials with correct responses were used for 
calculation of average curves. Excluding of different 
number of trials explains the interindividual variability in 
number of trials used (29-58 T trials, 198-331 NT trials). 
Peristimulus EEG periods (from –300 to +1500 ms from 
the stimulus onset) were averaged separately for T and 

NT responses using the stimulus onset as a trigger. The 
statistical significance of ERP components was computed 
between the mean amplitude observed during the baseline 
region (from –600 to –100 ms from the stimulus onset) 
and the mean value computed as a mean from the 
neighbourhood of each point (170 ms length) after stimuli 
using a non-parametric Wilcoxon Rank Sum (Signed 
Rank) test for paired samples. 
 Records from one contact of each multicontact 
intracerebral electrode implanted in a particular anatomical 
structure were included into the analysis selecting the 
largest one from ERPs. In such selected contacts the 
amplitude differences between the target and nontarget 
records were assessed using a cluster-based permutation 
test (Maris and Oostenveld 2007). In every contact, 
clusters of time samples whose absolute t-value was larger 
than 97.5th quantile of T-distribution were computed in the 
poststimulus EEG period (from 0 ms to +1500 ms from the 
stimulus onset). Monte-Carlo estimates of the permutation 
p-values for each cluster were calculated on 1000 random 
partitions of the data set and compared with a critical 
alpha-level of 0.05. We disclosed brain regions with an 
initially almost identical course of the target and nontarget 
ERPs followed by a clear-cut divergence. The onset of 
such divergence was identified as the starting time point of 
the first statistically significant cluster in the post-stimulus 
period. To assess the portion of ERPs, attributable to 
movement-related potentials, we investigated the character 
of the relationship between the latency of a particular target 
post-divergence ERP component and the reaction time 
using the method already applied for classification of P3-
like waves (Roman et al. 2005). 
 
Results 
 
 The performance of subjects during the task was 
very good not seeming to be substantially influenced by 
their illness and medication (only 1.3±1.7 % of all 
responses were incorrect; mean patient’s SRI varied 
between 457±34 ms and 644±78 ms, median 525±63 ms). 
Total number of explored brain regions was 152; ERPs 
were found in 102 regions, which make 67 % of explored 
regions. In assessing the number of ERP components, 
their polarity, latency and amplitude, various regions 
generating several types of ERP were identified: 
1) regions that generated different ERPs to target and 
nontarget stimuli (22 brain regions); 2) regions that 
generated the target and nontarget ERPs exhibiting clear-
cut divergence after initially almost identical curves 
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(41 brain regions); 3) regions that generated target and 
nontarget ERPs with almost identical course but 
statistically significantly different amplitudes in some of 
their components (20 brain regions); 4) regions 
generating ERP only to target but not to nontarget stimuli 
(9 brain regions); 5) regions generating almost identical 
ERPs to target and nontarget stimuli (10 brain regions). 
 In accordance with the aim of the current study, 
only ERPs from group 2) were further analyzed. In this 
group ERPs were arbitrarily divided into two subgroups 
according to the latency of their divergence. The first 
subgroup (early divergence) included ERPs diverging 
sooner than 420 ms after the stimulus onset and the second 
subgroup (late divergence) included ERPs diverging later 

than 420 ms after the stimulus onset (see Figure 1 and 
Table 2). 
 ERPs exhibiting the early divergence were found 
in nine patients in 25 brain regions (15 in the frontal lobe, 
8 in the temporal lobe, and 2 in the parietal lobe). The 
mean latency of the point of divergence was 346 ± 35 ms 
from the stimulus onset. ERPs exhibiting the late 
divergence were found in six patients in 16 brain regions 
(13 in the temporal lobe and 3 in the frontal lobe). The 
mean latency of the point of divergence was 570±93 ms 
from the stimulus onset. Statistical testing showed 
significant amplitude differences in post-divergence 
section of all the early and late diverging ERPs (cluster-
based permutation test). 

 
 
Table 2. Early and late divergences of the target and nontarget ERPs. 
 

EARLY  LATE 
Patient Struct. Latency  Patient Struct. Latency 
(Contact)  ms % RT  (Contact)  ms % RT 

1(C´6) ITG 280 49  1(A´1) AMY 440 77 
1(F3) CG 360 63  1(B´2) PHG 536 93 
1(F11) Area 6 368 64  1(B2) PHG 568 98 
1(O´2) FOC 320 56  1(C´2) PHG 640 111 
3(G´2) CG 312 66  1(T´3) STG 640 111 
4(G1) CG 352 67  2(B´5) ITG 616 96 
5(X14) BG 312 55  2(C´2) PHG 488 76 
6(D´4) STG 344 68  2(C3) FG 552 86 
6(G2) CG 392 78  3(C´14) MTG 448 95 
6(O´6) OG 376 75  3(B´3) PHG 800 169 
6(O6) IFG 416 83  4(A9) MTG 664 126 
6(T´1) STG 368 73  4(C10) ITG 624 119 
6(B9) MTG 328 65  4(X´1) PHG 592 112 
6(G10) MFG 336 67  5(X´10) BG 544 95 
11(B4) HIP 320 67  9(O11) FOC 520 89 
11(B9) MTG 344 72  9(P1) MeFG 440 75 
11(G2) CG 312 65      
11(R5) Area 5 344 72      
11(B14) ITG 408 85      
11(G11) IPL 376 79      
11(T3) STG 400 84      
12(F´3) Area 8 360 61      
13(G´1) CG 288 56      
13(O´8) DLPFC 312 61      
14(X´15) BG 328 72      

 
MFG – middle frontal gyrus, MeFG - medial frontal gyrus, IFG – inferior frontal gyrus, FOC – fronto-orbital cortex, OG – orbital gyri, 
DLPFC – dorsolateral prefrontal cortex, STG – superior temporal gyrus, MTG – middle temporal gyrus, ITG – inferior temporal gyrus; IPL 
– inferior parietal lobule, CG – cingulate gyrus; BG – basal ganglia, AMY – amygdala, FG – fusiform gyrus, PHG – parahippocampal 
gyrus, HIP – hippocampus, Area 5, Area 6, Area 8 – Brodmann’s areas; symbol (´) indicates structures of the left hemisphere, the 
divergence point latency is given in ms and in % of patient’s mean reaction time (% RT). 
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Fig. 1. Selected examples of early (288 ms and 376 ms), and 
late (568 ms) divergences of ERPs elicited in response to target 
(thick curve) and nontarget (thin curve) stimuli. Curves are 
labelled with patient number and recording contact (13G´1 – 
cingulate gyrus, 6O´6 – orbital gyri, 1B2 – parahippocampal 
gyrus); vertical line at zero point indicates the stimulus onset; 
short vertical lines indicate the divergence points of target and 
nontarget ERPs (i.e. the starting time point of the first statistically 
significant cluster calculated in the post-stimulus period using the 
cluster-based permutation test); symbol (´) indicates structures 
of the left hemisphere. 
 
 

 The relationship between the divergence point 
latency and the reaction time can be assessed from the 
values presented in the Table 2. It is evident that the late 
divergence appeared shortly before, after, or 
approximately at the moment of the button pressing (in 
average at 102±23 % of the mean reaction time). 
 Figure 2 shows all of the late diverging ERPs. 
Six of them were found in the right and ten of them in the 
left hemispheres. No clear-cut preponderance of ERPs 
exhibiting the late divergence was observed in any 
anatomical structure; however, most of these ERPs 
exhibited signs of local generation of post-divergence 
components in structures of temporal lobe. One example 
of local generation for each type of response is presented 
in Figure 3. Phase reversals of target post-divergence 
components were found in the amygdala (1A’1), fronto-
orbital cortex (9 O11), and parahippocampal gyrus (1B2); 
phase reversals of nontarget components were found in 
the amygdala (1A’1), parahippocampal gyrus (1B2), and 

middle temporal gyrus (4A9). Relative decrease of 
amplitude by 36±16 % in adjacent contacts of the same 
electrode was observed on target post-divergence 
components in the parahippocampal gyrus (1B’2, 1C’2, 
2C’2, 3B´3, and 4X’1), superior (1T’3), middle (3C’14 
and 4A9), and inferior (2B’5 and 4C10) temporal gyri. 
Relative decrease of amplitude by 39±13 % in adjacent 
contacts of the same electrode was observed on nontarget 
post-divergence components in the parahippocampal 
gyrus (1B’2, 1C’2, 2C’2, and 4X’1), middle (3C’14) and 
inferior (2B’5 and 4C10) temporal gyri. Thus, generators 
of the target late post-divergence components were found 
in the amygdala (in 1 out of 16 explored regions), 
parahippocampal gyrus (in 6 out of 10 explored brain 
regions), fronto-orbital cortex (in 1 out of 4 explored 
brain regions), superior temporal gyrus (in 1 out of 11 
explored brain regions), middle temporal gyrus (in 2 out 
of 16 explored brain regions), and inferior temporal gyrus 
(in 2 out of 9 explored brain regions), generators of the 
nontarget late post-divergence components were found in 
the same anatomical structures with the exception of the 
superior temporal and the fronto-orbital cortex. 
 From the records presented in Fig. 2 it is evident 
that clear-cut components were observed in the post-
divergence section of not only all target but also of most 
nontarget late diverging ERPs. The post-divergence 
section of the target ERP was unequivocally different 
from the nontarget one exhibiting opposite polarity, 
different latency, or even different number of the 
components (see Table 3). The peak latency of the first 
post-divergence component varied between 516 and 
968 ms (mean 695±140 ms) in the T response and 
between 576 and 1128 ms (mean 725±145 ms) in the NT 
response. The number of post-divergence ERP 
components varied between one and three in the T 
response and was significantly higher than the number of 
post-divergence ERP components in the NT response, 
which varied between none and two (p<0.001, Student’s 
paired t-test). From 32 target post-divergence ERP 
components (Table 3) only two were time-locked to the 
button pressing (superior temporal gyrus, fusiform 
gyrus), seven were time-locked to the stimulus onset 
(amygdala, parahippocampal gyrus, superior temporal 
gyrus) and 23 had ambiguous relationship to both these 
events (amygdala, parahippocampal gyrus, fusiform 
gyrus, middle and inferior temporal gyri, basal ganglia, 
fronto-orbital cortex, and medial frontal gyrus). 
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Fig. 2. Late divergence of the ERPs elicited in response to target (thick curve) and nontarget (thin curve) stimuli. Curves are labelled 
with patient number and recording contact; vertical line at zero point indicates the stimulus onset; short vertical lines indicate the 
divergence points of target and nontarget ERPs (i.e. the starting time point of the first statistically significant cluster calculated in the 
post-stimulus period using the cluster-based permutation test); symbol (´) indicates structures of the left hemisphere. 
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Fig. 3. An example of post-divergence 
ERP components. Left section: 
records from consecutive contacts of 
an electrode passing through the right 
parahippocampal gyrus (phase 
reversal between B1 and B2) in the 
target response; Right section: 
records from the same contacts in the 
nontarget response. Vertical line at 
zero point indicates the stimulus onset. 
Records from 1(B2) contact are also 
presented in Figure 1 and Figure 2. 

 
Table 3. Polarity and latency of the target and nontarget late post-divergence components. 
 

Patient 
(Contact) 

Structure 
 

Target 
Post-divergence components 

 
Nontarget 

Post-divergence components 

1(A´1) AMY  N528a N992   N704  
1(B´2) PHG  N736 P928 a N1088 a  P576  
1(B2) PHG  N688 P920 N1112 a  P656  
1(C´2) PHG  N752 P952 a N1112  P600 N856 
1(T´3) STG  P773 b N904 a     
2(B´5) ITG  P968    P728 N1072 
2(C´2) PHG  P523 N864 P1240  N600 P776 
2(C3) FG  P568 b N944   N824  
3(C´14) MTG  N752    P600 N776 
3(B´3) PHG  N828 P1211     
4(A9) MTG  N936 P1360   P744  
4(C10) ITG  N752    N1128  
4(X´1) PHG  N680 a N1200   P792  
5(X´10) BG  N584 N882   P744  
9(O11) FOC  P531 N835     
9(P1) MeFG  P516      

 
AMY – amygdala, PHG – parahippocampal gyrus, FOC – fronto-orbital cortex; STG – superior temporal gyrus, MTG – middle temporal 
gyrus, ITG – inferior temporal gyrus; FG – fusiform gyrus, BG – basal ganglia, MeFG – medial frontal gyrus,  N – negativity, upward 
deflection, P – positivity, downward deflection; symbol (´) indicates structures of the left hemisphere, a component time-locked to the 
stimulus, b component time-locked to the button pressing. 
 
 

Discussion 
 
 Our results demonstrated the existence of the 
target and nontarget event-related potentials initially 

almost identical in course and then divergent, with the 
point of divergence manifesting in the very late phase of 
the visual oddball task. The question arose as to whether 
these late divergences could be related to the differences 
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in motor demands between T and NT tasks. Certain 
factors suggest otherwise. The motor system activities 
that precede execution of movement include decision-
making, action planning, and formation of a motor 
command. As the results of this study showed, the DP 
occurred shortly before, after, or at the moment of 
pressing the button. Thus, all of the pre-movement 
activities occurred during the period when the two EEG 
responses were following almost identical courses. 
Further, post-movement activity cannot be excluded from 
considerations of factors leading to the divergence. 
However, such involvement may only be partial because 
only negligible portion of ERP components was time-
locked to the button pressing. The ERPs attributable to 
movement-related potentials were found in superior 
temporal and fusiform gyri. 
 Memory mechanisms are involved in the various 
steps of the task from beginning to end. They start with 
cognitive discrimination of the stimuli and continue with 
selection of the correct response, i.e. the decision as to 
whether to move or not and whether to count or not, in 
order to follow the instructions for the experiment. The 
next important step associated with memory processes 
involves counting the target stimuli. When counting, one 
must recall the result of the previous calculation, then do 
the calculation, which consists of adding “one” to the 
recalled number, and then store the new result in the 
memory. 
 Our results showed that majority of the 
generators of the late post-divergence ERP components 
were observed in structures known to participate in 
memory processes. Due to the fact that recording sites 
were selected according to diagnostic concerns, and many 
regions potentially engaged in the task were not explored, 
the possibility to use this result for functional 
interpretations is limited. Thus, it still remains in question 
as to whether the late post-divergence ERP components 
could represent mental counting processes or other 
processes, for instance those associated with so-called 
closure of the whole response (disengagement from the 
just finished decision, engagement to the consecutive 
one). 
 Our results also showed a predominance of 
targets over nontargets in terms of the number of late 
post-divergence ERP components. The higher number of 
late post-divergence ERP components indicated in the T 
variant suggests higher demands on memory functions in 
the T response. This interpretation is also in accordance 
with the results of the visual oddball studies without 

mental counting (Clarke et al. 1999a, b), where only 
single target components are reported in different brain 
sites during the very late phase of the task. Unlike in 
present study no counting process was performed after 
target stimulus presentation in these studies, which could 
led there to decreased number of late target ERP 
components. 
 In a paradigm where two different stimuli are 
presented and two different tasks are required it is not 
surprising that the ERPs diverge (for further details, see 
Brázdil et al. 2003, Rektor et al. 2007). Of more interest 
in the current study is the finding that the divergence 
point in several brain sites was observed so late in the 
course of the EEG response. In these responses, the 
targets and nontargets revealed an almost identical course 
of ERPs until this very late DP, thus suggesting that the 
stimuli were being processed equally in these brain sites 
for a very long time. It seems paradoxical that during the 
period, in which the stimuli have already been 
distinguished, while the subject must be aware of 
different demands and the motor response has already 
been planned and in some cases even executed, some 
sites in the brain keep responding almost identically. 
However, in the light of the previous demonstration of 
brain sites with task-relevant EEG activity almost 
identical during the whole oddball task (Kukleta et al. 
2003); this finding does not appear so illogical. 
Evidently, as well as the specific electrical activities 
elicited in the oddball task, there are also activities that 
are common to the T and NT responses. As regards the 
processes underlying the non-specific activities, they 
could include consciousness and sustained attention, 
since these functions are required for both T and NT 
responses. 
 Extensive literature on event-related potentials in 
target detection tasks shows that the target and nontarget 
electrophysiological responses may diverge after sensory 
potentials had been elicited, giving rise to a post-
divergence ERP component, well-known as the P300 
component (see Polich 2007). This occurs after the initial 
phase of ERPs in which the stimulus is being detected 
and discriminated. This component represents the 
cognitive functions involved in the orientation of 
attention, contextual updating, response modulation, and 
response resolution. In scalp recordings it consists mainly 
of two variants, P3a and P3b (Courchesne et al. 1975, 
Squires et al. 1975, Knight 1984, Donchin and Coles 
1988, Comerchero and Polich 1999, Polich 2007), which 
differ in their scalp topography and temporal 
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characteristics. The P3a exhibits a frontal/central scalp 
distribution and a relatively short peak latency, while the 
P3b exhibits a parietal scalp distribution and relatively 
long peak latency. In this context the early post-
divergence components presented in present study could 
correspond to the P3a-like and P3b-like waveforms. 
 The differences between EEG responses are 
generally viewed as reflecting differences between 
underlying functions engaged in the tasks. By the same 
logic, differences between the late post-divergence ERP 
components described in the current study (see Fig. 2 and 
Table 3) appear to embody different brain processes in 
the late phase of the target and nontarget task variants. 
These processes might be associated with the different 
closure of the task. It is not clear, however, to what 
extend these differences are associated with different 
demands on memory engagement in relation to the 
request for counting the target stimuli. These late post-
divergence ERP components generated in the 

parahippocampal gyrus, superior, middle and inferior 
temporal gyri, amygdala, and fronto-orbital cortex 
represent a finding that was previously missing in the 
whole interpretation of ERP from visual oddball task with 
mental counting. 
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Hippocampal Negative Event-Related Potential Recorded in Humans
During a Simple Sensorimotor Task Occurs Independently of Motor

Execution
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ABSTRACT: A hippocampal-prominent event-related potential (ERP)
with a peak latency at around 450 ms is consistently observed as a corre-
late of hippocampal activity during various cognitive tasks. Some intracra-
nial EEG studies demonstrated that the amplitude of this hippocampal
potential was greater in response to stimuli requiring an overt motor
response, in comparison with stimuli for which no motor response is
required. These findings could indicate that hippocampal-evoked activity
is related to movement execution as well as stimulus evaluation and asso-
ciated memory processes. The aim of the present study was to investigate
the temporal relationship between the hippocampal negative potential
latency and motor responses. We analyzed ERPs recorded with 22 depth
electrodes implanted into the hippocampi of 11 epileptic patients. Sub-
jects were instructed to press a button after the presentation of a tone.
All investigated hippocampi generated a prominent negative ERP peaking
at ~420 ms. In 16 from 22 cases, we found that the ERP latency did not
correlate with the reaction time; in different subjects, this potential could
either precede or follow the motor response. Our results indicate that the
hippocampal negative ERP occurs independently of motor execution. We
suggest that hippocampal-evoked activity, recorded in a simple sensorimo-
tor task, is related to the evaluation of stimulus meaning within the con-
text of situation. VC 2013 Wiley Periodicals, Inc.

KEY WORDS: intracranial recordings; auditory task; hippocampus;
ERP latency; motor response

INTRODUCTION

Electrophysiological recordings from the hippocampus in humans
(e.g., Halgren et al., 1980; Stapleton and Halgren, 1987; Grunwald
et al., 1995; Br�azdil et al., 2001; Fell et al., 2005; Boutros et al., 2008;

Axmacher et al., 2010) and in animals (e.g., Paller
et al., 1992; Shinba et al., 1996; Shin, 2011) reveal a
large, mostly negative, event-related potential (ERP)
with a peak latency of around 450 ms. There is no
consensus on the terminology used to refer to this
cognitive potential. Some authors regard it as one of
the putative generators of the scalp recorded P300
and label this ERP accordingly; Grunwald et al.
(1999) and Fell et al. (2004), for example, used the
term MTL-P300, while Halgren et al. (1995) labeled
it the depth P3b. Likewise, similar ERPs recorded
from the hippocampus and various other brain struc-
tures have been referred to as P3-like waveforms
(Br�azdil et al., 2003; Roman et al., 2005; Damborsk�a
et al., 2012). Hippocampal activity is not related to
some functions associated with scalp P300, however,
and it can be observed also after frequent stimuli in
oddball task (Kukleta et al., 2003). We believe that
the descriptive term “large negative ERP” used by Pal-
ler and McCarthy (2002) seems to be the most accu-
rate so far, and hereafter, we refer to this potential as
the hippocampal negative ERP, or simply the negative
potential, rather than the MTL-P300 or the P3-like
waveform.

McCarthy et al. (1989) have speculated that this
hippocampal ERP is generated by the synchronous
activation of spatially aligned hippocampal pyramidal
cells. Later, these same authors suggested that this
potential may reflect the arrival into the hippocampus
of neocortical information, of modulatory inputs
from diffusely projecting brain systems, or of recur-
rent inhibition from hippocampal pyramidal cells
(Paller and McCarthy, 2002). As such, this ERP has
been used as an index of hippocampal activity during
various cognitive tasks.

One view on the medial temporal lobe functional
arrangement is the hierarchically organized set of asso-
ciational networks. Associational connections within
the perirhinal, parahippocampal, and entorhinal corti-
ces enable a significant amount of integration of
unimodal and polymodal inputs, so that only highly
integrated information reaches the remainder of the
hippocampal formation (Lavenex and Amaral, 2000).
Sensory inputs to the long axis of the hippocampus
are organized topographically, as are its efferent con-
nections. Studies report an anterior–posterior
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differentiation of hippocampal activation during various tasks
(Paller and McCarthy, 2002; Crottaz-Herbette et al., 2005;
Ludowig et al., 2010). Such functional organization is likely
based on interconnections between transverse circuits within
the longitudinal axis of hippocampus (Small, 2002; Aggleton,
2010; Aggleton et al., 2012).

The hippocampus is involved in novelty detection (Grun-
wald et al., 1998; Cohen et al., 1999; Strange and Dolan,
2001), salience detection (Rosburg et al., 2007), spatial mem-
ory and navigation (e.g., Watrous et al., 2011), and in encod-
ing and recollection of episodic memory (e.g., Fern�andez el al.,
2002; Eichenbaum, 2004; Amaral and Lavenex, 2007; Ranga-
nath, 2010; Lega et al., 2012; Eichenbaum et al., 2012). In a
recently published review, Olsen et al. (2012) suggest that the
hippocampus supports multiple cognitive processes through
relational binding and comparison, with or without conscious
awareness for the relational representations that are formed,
retrieved, and/or compared.

Despite the fact that most evidence points to cognition vari-
ables, some animal studies showed hippocampal theta activity
associated with motor behavior (Vanderwolf, 1969; Wyble
et al., 2004; Bland et al., 2006; Shin, 2011). Intracranial
recordings from human hippocampi have also demonstrated
movement-related increase in theta oscillatory activity (Ekstrom
et al., 2005). These findings are consistent with sensorimotor
integration theory, according to which hippocampal theta activ-
ity may reflect both the processing of sensory information
related to the preparation for movement and the execution of
movement (Bland and Oddie, 2001).

Besides theta oscillatory power changes, additional evidence
for the role of the hippocampus in motor execution comes
from studies demonstrating a modulation of hippocampal-
evoked activity during motor responses. In studies employing
the oddball task, for example, the amplitude of the hippocam-
pal ERP is consistently reported to be higher after target stim-
uli requiring a motor response, relative to frequent stimuli for
which no motor response is required (e.g., Br�azdil et al., 1999;
Fell et al., 2005; Ludowig et al., 2010). The amplitude of this
potential was also found to be significantly greater after button
pressing compared to mental counting (Br�azdil et al., 2003).
Furthermore, in our previous study (Roman et al., 2005) we
observed that hippocampal P3-like waveforms to target stimuli
could be time-locked to the onset of the stimulus or the motor
response. These findings could indicate that this potential par-
tially reflects processes also related to the motor response and
not just to stimulus evaluation and associated memory func-
tions. To explore this possibility, we investigated the temporal
relationship between the hippocampal negative potential
latency and the onset of a stimulus-cued movement. To do so,
we employed a simple stimulus-response task, during which
subjects were required to press a single button in response to a
single, unchanging auditory stimulus. The subjects were
instructed to respond at their own pace—that is, not to
respond as fast as possible. The latency parameter of the exam-
ined hippocampal ERPs was then analyzed in subgroups of
EEG trials with slower and faster responses.

MATERIAL AND METHODS

Subjects

Eleven patients (nine females and two males; one male sub-
ject was left-handed; mean age 35 6 11 yrs) with medically
intractable epilepsy participated in the study. All subjects had
normal or corrected-to-normal vision. Informed consent was
obtained from each subject before the experiment, and the
study received the approval of the Ethical Committee of Masa-
ryk University.

Intracranial Recordings

For clinical purposes a total of 91 depth multicontact elec-
trodes were implanted orthogonally to the frontal, parietal, and
temporal lobes to localize seizure origin before surgical treat-
ment. In this study, we investigated ERP data from 22 electro-
des that were positioned at the anterior (electrodes B mostly in
hippocampal head, occasionally in the anterior part of hippo-
campal body) or posterior part of the hippocampi (electrodes
C mostly in hippocampal body or its posterior part) in both
right (nine electrodes) and left hemispheres (13 electrodes).
The number of contacts located in hippocampal tissue ranged
from two to four per electrode. The number of electrodes
implanted into the hippocampi per patient varied from one to
four (see Table 1); no electrodes recorded from epileptic foci.

ERPs were recorded with standard semiflexible multilead
electrodes (ALCIS), each with a diameter of 0.8 mm. Record-
ing contacts were 2.0 mm in length, and successive contacts
were separated by 1.5 mm. The exact position of the electrodes
and their contacts in the brain were verified using post-
placement MRI with electrodes in situ.

The EEG was recorded with a sampling rate of 1,024 Hz
during seizure-free periods using the 128-channel TrueScan
EEG system (Deymed Diagnostic). All recordings were monop-
olar, with a linked earlobe reference. All impedances were less
than 5 kX. Eye movements were recorded from a cathode
placed 1 cm lateral and 1 cm above the canthus of the left eye,
and from an anode 1 cm lateral and 1 cm below the canthus
of the right eye.

Behavioral Task

A single-stimulus auditory task was performed, consisting of
five sessions of 30 trials (i.e., 150 trials). On a given trial, we
presented a single 1-kHz tone. The duration of auditory stim-
uli was constant at 200 ms. The interstimulus interval varied
randomly between 4,000 and 6,000 ms. The intersession inter-
val was 1 min. Subjects were instructed to press a button with
their dominant hand after presentation of the tone. They were
also instructed not to respond as fast as possible.

Data Analysis

ScopeWin and Physioplore software were used for offline anal-
ysis. EEG data were digitally filtered with pass band from 0.1 to
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5.5 Hz. This filter was chosen because the most informative
aspect of the signal we were analyzing resides within frequencies
below 5 Hz (Jacobs et al., 2007; Lega et al., 2012; Watrous
et al., 2011, 2013). Furthermore, we wanted to exclude possible
influence of higher frequency components on the shape of the
ERPs obtained from subgroups with a low number of trials. The
filtered signal was then segmented according to the stimulation
trigger onset, and segment lengths were 2,000 ms with a 600-ms
prestimulus period used as baseline (2700 to 2100 ms before
stimulus onset). In Figures 2–4, only a short prestimulus period
(�500 ms) is depicted, resulting in a shorter time axis. Segments
containing artefacts were rejected manually on the basis of visual
inspection. In each subject, the reaction time (RT) was measured
in artifact-free EEG segments. Outliers, i.e., 5% of segments
with extremely long or short RT, were excluded from subsequent
averaging. For further analysis, we selected in each electrode the
one contact with the highest peak amplitude of negative ERP.

We evaluated ERP parameters derived from fractional area
measures (Luck, 2005). We used a measurement window
delimited by a line intersecting the waveform at the 50% peak
amplitude level. The time point at which the waveform
reached 50% of its peak amplitude represented the “onset
latency.” The 50% “area latency” was obtained by computing
the area under the ERP waveform above the aforementioned
measurement window and then identifying the time point that
bisected that area. We used this latter parameter as a measure

of the latency of a given potential, and it is this particular mea-
sure that is the focus of our analyses; for the sake of brevity,
we refer to this parameter as “ERP latency.” We also expressed
ERP latency as a relative value—i.e., the percentage fraction of
RT. This gave us a measure of “relative latency.” We measured
also the “peak latency,” allowing the comparison of our results
with the majority of other studies. Figure 1 illustrates all
parameters measured in the present study.

To investigate whether or not any temporal relationship
existed between the hippocampal negative potential and the
motor response (i.e., the moment of button pressing) we
performed the following procedure. In each subject, the
artifact-free EEG segments were sorted according to the
respective RT from the fastest to the slowest responses. Sub-
sequently, the segments were divided into five subgroups
and averaged separately (sorted averages). In creating the
subgroups, we attempted to fulfill the following criteria: a
sufficient number of segments for averaging in each sub-
group; an identical number of segments in all subgroups;
and similar variability of the RT across subgroups. Finally,
the ERP latency and relative latency, obtained from all five
sorted averages, were correlated with the median RT for
each subgroup.

Nonparametric statistics—Spearman correlation and Wil-
coxon pair test—were performed using the routines included
in the Statistica program (StatSoft).

TABLE 1.

Reaction Time and Hippocampal Negative ERP Parameters Measured in All Investigated Contacts, for All Subjects

Subject

Reaction time

mean 6 SD (ms)

Reaction time

median (ms) Contact

Onset

latency (ms)

50%

area latency (ms)

Peak

latency (ms)

Peak

amplitude (mV)

1 387 6 58 371 B4 300 468 512 2125

C3 324 552 528 294

B01 214 423 462 237

C02 300 503 522 292

2 660 6 61 654 B01 270 389 385 2136

3 260 6 31 259 B3 296 453 427 2205

C03 321 478 465 2239

4 384 6 64 387 C02 268 426 445 280

5 608 6 144 566 B2 227 369 330 2133

B02 226 358 339 277

C02 283 430 437 261

6 649 6 134 636 B02 239 420 361 240

7 668 6 160 652 B4 240 355 341 294

C4 226 388 407 2145

8 440 6 64 444 B3 272 430 386 2188

C3 274 442 384 2202

B03 295 464 494 259

9 1,113 6 269 1,117 B01 265 366 351 265

C02 279 401 383 251

10 693 6 93 688 C03 260 405 353 278

11 552 6 45 552 B3 267 372 370 2300

B04 290 434 396 2338

B 5 anterior hippocampus, C 5 posterior hippocampus, 0 5 left hemisphere.
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RESULTS

All the subjects responded to all presented stimuli. RT in a
group of 11 subjects measured only from artifact-free EEG seg-
ments was 583 6 227 ms (mean 6 SD) and individual RT
values are listed in Table 1. The average number of artifact-free
segments across all subjects was 92 6 21, ranging from 61 to
126. The shortest responses were measured in subject 3 (260 6

31 ms), while subject 9 responded very slowly with the highest
variability of responses (1,113 6 269 ms). For the rest of the
subjects, mean RTs and standard deviations ranged, respectively,
384–693 and 45–160 ms.

We found prominent hippocampal negative potentials char-
acterized by a local origin, indicated by a steep voltage gradient
change, in all investigated electrodes. Two examples of locally

generated ERPs are demonstrated in Figure 2. The values of
our selected ERP parameter measurements (mean 6 SD) across
22 cases were as follows: 50% area latency 5 424 6 49 ms;
peak latency 5 413 6 62 ms; onset latency 5 270 6 31 ms;
peak amplitude 5 2129 6 84 mV. Parameter values from
each individual subject are presented in Table 1.

In all investigated contacts, averages created from sorted sub-
groups of segments revealed waveforms comparable to the
waveform averaged from all artifact-free segments (compare
one example in Figs. 3A,B). The number of segments included
in each subgroup varied from 14 6 1 to 25 6 4.

To test the temporal relationship between the negative
potential latency and motor responses, in each subject, we per-
formed correlation analyses between two measures of ERP
latency—both absolute (50% area latency) and relative
latency—with median RT obtained from sorted subgroup aver-
ages (Table 2). First, we observed nonsignificant correlations
between ERP latency and median RT in all but two cases; spe-
cifically, C02 in subject 1 and C03 in subject 3. These findings
reflect relatively constant hippocampal negative potential
latency that is independent of RT. Second, we found significant
negative correlations between ERP relative latency and median
RT in 16 of 22 cases. These results demonstrate that with lon-
ger RT the hippocampal negative potential latency, expressed as
a relative value of corresponding RT, became correspondingly
lower. Although many of the correlations observed are far more
robust than those reported typically in the literature, yet they
failed to reach statistical significance. This is unsurprising given
the low degrees of freedom. Nevertheless, we performed
resampled procedures and we obtained very similar results: for
the coefficient of 20.8 (i.e., subject 1, C02), P > 0.067; and
for the coefficient 20.7 (i.e., subject 1, B01), P 5 0.119.

In the light of the previous results, we also correlated
median RT and ERP latency parameters but measured from

FIGURE 2. Two examples of locally generated hippocampal negative ERP revealed by steep
voltage gradient changes. In subject 2 (left), contact B01 was located in the left hippocampal
head, while contacts B02–4 were located outside this structure; In subject 8 (right), contacts
C1–3 penetrate right hippocampal body, while contact C4 lay outside this structure.

FIGURE 1. Schematic representation of event-related potential
(ERP) parameters derived from fractional area measurements. The
50% area latency was used as the primary measure of ERP latency.
The time point at which the waveform reached 50% of the peak
amplitude represented the onset latency.
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unsorted averages across subjects. For this analysis, if the stud-
ied ERP is related to the motor response one would expect
high positive correlations. On the contrary, however, we
observed significant negative correlations between median RT
and ERP latency (r 5 20.77, P < 0.001) and between
median RT and onset latency (r 5 20.55, P < 0.01). This
finding supports the proposal that the studied ERP is unrelated
to the motor response.

In all investigated sites, the hippocampal ERP latency—our
primary measure—varied along the time axis in relation to the
motor response (see Table 1). In 14 cases, it was shorter than
the median RT and preceded the motor response—in two cases
in subject 9, it was shorter by 751 and 716 ms; in 12 cases, it
varied from 297 to 2 ms (mean value 182 6 98 ms) before
the average motor response. In eight cases, the hippocampal
ERP latency was longer than the median RT; this is true espe-
cially for subject 3, who provided the fastest responses,
whereby ERP latency was longer by 219 ms in C03 and 194
ms in B3. In the six other remaining cases, it varied from 20
to 181 ms (mean value 87 6 62 ms) after the motor response
(see examples in Fig. 4). In contrast, our other measure of ERP
latency—onset latency—preceded the motor response in all
interrogated contacts except two in subject 3. It also demon-

strates that there is no fixed relationship between the studied
ERP and the motor response.

Differences in the measured parameters between anterior
and posterior parts of the hippocampus were assessed in six
pairs of contacts for subjects 1, 5, 7, 8, and 9 (Wilcoxon pair
test). A significant anterior—posterior difference (P < 0.05)
revealed that ERP latency was shorter in the anterior com-
pared with posterior hippocampi—i.e., 400 6 47 and 452 6

63 ms, respectively. No significant differences were found
between right and left hippocampi in any of the measured
parameters in five investigated pairs of contacts (subjects 1, 5,
8, and 11).

DISCUSSION

In the present study, we found that the human hippocampi
consistently generate a large negative ERP during simple auditory
stimulus-response task. Analyses focusing on the latency of this
hippocampal ERP suggested that it is not time-locked to the
motor response (i.e., to movement execution). First, the

FIGURE 3. Hippocampal negative ERP recorded from the
right hippocampal head in subject 11, contact B3. A: ERP aver-
aged from 88 artifact-free EEG segments (unsorted average). B:
ERPs recorded from the same contact and patient, averaged from
five subgroups of EEG segments defined according to median RT
(sorted averages), ordered from the shortest (upper) to the longest

(lower). ERP latency is indicated by short vertical solid lines cross-
ing the waveforms. The vertical dashed lines depict median RT
expressed numerically on the left. C: Transversal and coronal MR
images demonstrate the location of electrode B, with the B3 con-
tact position indicated by a white arrow.
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hippocampal negative ERP latency measured in five sorted sub-
groups of segments did not correlate with median RT. When the
same latency parameter was expressed as a relative value of RT,
however, it correlated highly with median RT in most of the
cases. Second, there is no fixed temporal relationship between the
hippocampal negative ERP and the motor response expressed as
median RT. In some cases, the ERP latency was shorter and, in
other cases, it was longer than median RT, i.e., negative potential
preceded or followed the motor response, respectively. Third,
across the entire group of subjects, the variability of the ERP
latency and the onset latency was at least four times lower than
the variability of RTs.

Our conclusion is based on a simplified conceptualization of
sensorimotor tasks; specifically, we assume that the hippocam-
pal ERP reflects activity related either to the stimulus presenta-
tion or to the execution of the response. The results of our
correlation analyses between RT and the latency (absolute and
relative) of the hippocampal negative potential should then
reveal the temporal relationship between this ERP and the
stimulus or the response. In the first case, the latency of the
ERP should be independent of RT. The opposite would be
expected if the studied ERP reflects processes linked to the exe-
cution of the response; the ERP latency should depend entirely
on RT. By averaging subgroups of EEG segments sorted
according to RT in each subject, we measured an almost con-

stant potential latency in all sorted averages. Moreover, when
this potential latency was expressed as a relative value of RT, it
was lower for longer RTs. In other words, we revealed that the
hippocampal ERP is linked to the auditory stimulus rather
than the motor response.

One of the suggested hippocampal functions is its support
in multiple cognitive processes through relational binding and
comparison. The comparison occurs when recently processed
perceptual information is evaluated with respect to associated
relevant information that is maintained in the memory (Vinog-
radova, 2001). In our study, the auditory stimulus was given a
task-relevant meaning by verbal instruction. After each presen-
tation of the stimulus, its identification and comparison with
memorized representation had to be accomplished. We believe
that the hippocampal negative potential could represent an
electrophysiological correlate of such evaluation processing.

In our study, several subjects performed the task so quickly
that the latency of hippocampal waveform followed the execu-
tion of instructed movement. This could be explained by the
existence of a short-cut pathway from auditory areas to second-
ary motor areas involved in movement programming (Bender
et al., 2006). This is in line with the finding of early processing
of auditory stimuli in the frontal cortex as well (Kukleta et al.,
2010). It demonstrates that aforementioned hippocampal eval-
uation is not critical for movement execution.

FIGURE 4. Examples of hippocampal negative ERPs from each subject. Contacts B are
located in hippocampal head or in the anterior part of the hippocampal body, and contacts C
are positioned within the posterior part of hippocampal body; apostrophes indicate left-
hemisphere locations. ERP latency is indicated by vertical solid lines crossing the waveforms.
Shadow rectangles below each waveform represent reaction times quartile ranges and vertical
dashed lines, crossing the rectangles, signify median RT. Scaling was adjusted separately for
each waveform so as to optimize amplitude.
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Low variability of RTs in some subjects represented a certain
limitation for our analysis. In such cases, we obtained very
small differences of median RT between the subgroups we cre-
ated. Since the ERP latency varied minimally in the sorted
averages also, this may have influenced the correlation coeffi-
cients we obtained in subjects 1 and 3.

Another finding from the present study is the primarily
shorter ERP latencies recorded from anterior relative to poste-
rior orthogonal electrodes; i.e., 400 6 47 and 452 6 63 ms,
respectively. The small number of cases did not allow deeper
statistical evaluation, however. Very similar but nonsignificant
anterior–posterior differences in peak latencies were also
observed in axial electrodes penetrating the hippocampal head
429 6 96 ms and hippocampal body 486 6 69 ms (Ludowig
et al., 2010). These findings seem to be in accordance with a
model of memory recall that assumes a spreading of hippocam-
pal activation from anterior to posterior during information
retrieval (Small, 2002). The recent finding of traveling theta
waves with the same direction of propagation observed in hip-
pocampi of freely behaving rats is not in contradiction with
this model (Lubenov and Siapas, 2009).

The hippocampal negative ERP was found to be uniform in
shape and polarity across all subjects and investigated sites. It is
for this reason that we chose to employ parameters derived

from fractional area measures for the description of this poten-
tial. The 50% area latency parameter is obtained by computing
the area under the ERP waveform over a delimited measure-
ment window, and then identifying the time point that bisects
that area. Thus, it can be related to RT more directly because
this is similar to the median RT, which is the point separating
the fastest and slowest halves of RTs. It also has several other
advantages over peak latency that is used in the majority of
ERP studies; the same value is expected irrespective of the
noise level of the data, for example, rendering it less sensitive
to noise (Luck, 2005). That is why we use the 50% area
latency parameter as a measure of the latency of the investi-
gated negative potential instead of the peak latency. Concern-
ing RT, we use the mean RT for description of group
behavioral performance and median RT to compare the size of
the latency effect to the size of the RT effect.

The primary finding of the present study is that during a
simple sensorimotor task, human hippocampi generate a prom-
inent negative ERP that occurs independently of motor execu-
tion. We suggest that this electrophysiological phenomenon is
related to evaluation of stimulus meaning within the context of
the current situation.
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� Late component of event related potentials can be evoked by non-target visual oddball stimuli in pre-
frontal areas and primary motor cortex.

� Primary motor cortex involvement concerns also situations where no overt or covered motor action is
present.

� Low specialized neuronal network is suggested to be activated during cognitive operations linked to
non-motor actions.

a b s t r a c t

Objective: Adaptive interactions with the outer world necessitate effective connections between cogni-
tive and executive functions. The primary motor cortex (M1) with its control of the spinal cord motor
apparatus and its involvement in the processing of cognitive information related to motor functions is
one of the best suited structures of this cognition-action connection. The question arose whether M1
might be involved also in situations where no overt or covered motor action is present.
Methods: The EEG data analyzed were recorded during an oddball task in one epileptic patient (19 years)
with depth multilead electrodes implanted for diagnostic reasons into the M1 and several prefrontal
areas.
Results: The main result was the finding of an evoked response to non-target stimuli with a pronounced
late component in all frontal areas explored, including three loci of the M1. The late component was
implicated in the evaluation of predicted and actual action and was synchronized in all three precentral
loci and in the majority of prefrontal loci.
Conclusion: The finding is considered as direct evidence of functional involvement of the M1 in cognitive
activity not related to motor function.
Significance: Our results contribute to better understanding of neural mechanisms underlying cognition.
� 2015 International Federation of Clinical Neurophysiology. Published by Elsevier Ireland Ltd. All rights

reserved.
1. Introduction

The classical view of the primary motor cortex (M1), which was
based principally on direct cortical stimulation and which attribu-
ted to this structure a role in selecting the muscles and force for
executing an intended movement, was, over the last two decades,
substantially revised. This revision was imposed firstly by new
findings demonstrating that the somatotopic organization of the
M1 can be modified by peripheral changes in neuromuscular con-
nections or motor training (Classen et al., 1998; Giraux et al., 2001;
Karni et al., 1998; Pons et al., 1991; Wise et al., 1998). A second
research stream brought the evidence of involvement of the M1
in cognitive functions. The original hypothesis that the M1 has
an important role in the processing of cognitive information
related to motor functions (Georgopoulos et al., 1989) has been
supported by numerous studies which have documented the
involvement of the M1 in the cognitive – motor processing during
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spatial transformations (Georgopoulos and Massey, 1987), serial
order coding (Carpenter et al., 1999; Pellizzer et al., 1995), stimulus–
response incompatibility (Riehle et al., 1997; Zhang et al., 1997),
and in motor imagery (Lotze et al., 1999). Based on these studies
we hypothesized that M1 might even be also involved during
situations, where no overt or covered motor action is present. With
the aim to demonstrate the suggested M1 involvement in the
non-motor cognitive processing we searched for event-related
potentials (ERPs) recorded in the M1 during non-target variant of
visual oddball task. We chose this electrophysiological method,
since it is well established in cognitive neuroscience research
having also promising applications in clinical practice (Holeckova
et al., 2014; Landa et al., 2014). The sequence of the main
operations underlying the non-target response ought to comprise
detection and cognitive discrimination of the non-target stimulus,
selection and execution of the instructed response (i.e. doing
nothing), and control of the accordance between the actual result
of the action with its internal representation – in summary a set
of predominantly cognitive tasks without direct linkage to the
motor functions. To suggest the answer to the question whether
the M1 loci are an integral part of the neuronal network engaged
in executive control of non-motor actions, we focused on identifi-
cation and comparison of ERP components elicited in different
cortical regions at the end of the non-target task. To assess the
linkage of the electrophysiological event and a function supposed
to be running at this period of the task we decided to analyze ERPs
both of correct and incorrect responses.

The salient characteristics of one subject (i.e. recording elec-
trodes in motor and prefrontal cortices, performance difficulties
of the patient manifested in a high number of incorrect responses)
provided necessary data with respect to the aims of the current
study.
2. Methods

2.1. Subject

The male candidate for the surgical treatment of epilepsy
(19 years) was selected from a group of 18 patients employed in
another intracerebral study as subject No. 9 (Damborská et al.,
2016) for his unique localization of electrodes, which included
the primary motor cortex in both hemispheres. His antiepileptic
drug therapy was reduced during the intracerebral EEG recording
to allow seizures to develop spontaneously. Standard MicroDeep
semi-flexible multilead electrodes (DIXI) with a diameter of
0.8 mm, length of each recording contact 2 mm, and inter-
contact intervals of 1.5 mm were used for EEG monitoring. The
exact position of the electrodes in the brain was verified using
post-placement magnetic resonance imaging and indicated in rela-
tion to the axes defined by the Talairach system (Talairach et al.,
1967). Cortical stimulation of right precentral gyrus and left and
right supplementary motor areas repeatedly elicited contractions
confirming engagement of these regions in motor functions.
Informed consent was obtained from the patient prior to his partic-
ipation in the experiment, and the study received an approval from
the Ethical Committee of Masaryk University.
2.2. Procedure

A visual oddball task with mental counting was performed in
one session. Yellow capital letters X (target stimuli, T) or O
(non-target stimuli) appeared repeatedly on white background in
random order for 200 ms and the interstimulus interval varied
randomly between 2 and 5 s. The target stimuli were five times
less frequent than the non-target ones. The microswitch button
pressing and mental counting was the instructed response to the
T stimuli and doing nothing was the response to the non-target
stimuli.
2.3. Data acquisition and processing

The EEG activity was recorded using a 64-channel Brain Quick
EEG system (Micromed). The recordings were monopolar with the
reference electrode placed on the right processus mastoideus. EEGs
were amplified with a bandwidth of 0.1–40 Hz at a sampling rate of
128 Hz. The EEG signal was analyzed offline with the help of Scope-
Win software. The artefact rejectionwas performed, based on visual
inspection made by two experienced persons. ERPs elicited in
response to non-target stimuli were analyzed on averaged
artefact-free recordings with the non-target stimulus used as a trig-
ger. Number of trials used for each average curve were as follows:
14 false alarms and 343 correct rejections. The statistical signifi-
cance of ERP waves was computed between the mean amplitude
observed during the baseline period (from �600 to �100 ms from
the stimulus onset) and the mean value computed as a mean from
the neighborhood of each point (170 ms length) after stimuli using
a nonparametric Wilcoxon Rank Sum (Signed Rank) test for paired
samples. One record selected from responses obtained in a cortical
region from the neighboring electrode contacts was analyzed
choosing the one with the largest amplitude of ERP. In our previous
study (Damborská et al., 2016) the data of 18 subjects were ana-
lyzed to investigate the neuronal network engaged in processes
occurring in post-movement period in visual oddball task. Contrary
to that and in accordance with the current aim we searched in the
present study for sites in primary motor cortex activated during
non-target task variant of visual oddball task in one subject (patient
No. 9 of Damborská et al., 2016 data set).
3. Results

The study was based on the analysis of event-related potentials
obtained from 12 cortical regions of one subject as a response to
the non-target stimulus of the visual oddball task. As is evident
from Fig. 1, which presents one selected response from each region
explored, the evoked responses consisted of early (up to 500 ms)
and late (over 500 ms) components. The interest of the study
was focused on the late component, which was present in all the
explored regions, and in the majority of cases was located in a rel-
atively stable segment of the time axis (the peak latency from 690
to 740 ms in eleven precentral and prefrontal loci, see Table 1). In
half of the regions including all investigated regions of M1 cortex
this component was observed as an isolated late ERP waveform.
Table 1 presents the exact position of recording contacts from
which the presented ERPs were derived. The calculation of the cor-
relation coefficient in the time window from 508 to 939 ms in
record pairs, which were created from all records presented in
Fig. 1, showed significant r-value over 0.80 in 70% of the pairs.
All of the three pairs within precentral loci reached r-values over
0.97. The mean distance between paired loci was 34.4 ± 10.8 mm,
which allowed considering the analyzed waveforms as phenomena
generated independently in each locus (Lachaux et al., 2003;
Menon et al., 1996). The record pairs, which compared records
obtained from loci in the gyrus praecentralis (area 4) on the one
hand and records from the supplementary motor area (area 6),
the gyrus cinguli anterior (areas 32 and 24), and the dorsolateral
prefrontal cortex (areas 9 and 44) on the other hand, yielded in
the time window 508–939 ms correlation coefficients ranging from
0.83 to 0.94 in nine pairs in the right hemisphere, and from 0.89 to
0.98 in three pairs in the left hemisphere. These values could be
considered as evidence of transitory high-level activity
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synchronization of loci situated in the primary motor cortex with
the premotor and prefrontal loci investigated.

In an attempt to assess a possible relation of the late ERP com-
ponent and the mental operation(s) expected to be running in this
period of the task, the trials with incorrect responses (button
pressing instead of doing nothing) were compared with correct
responses. In spite of the small number of incorrect responses
Fig. 1. The event-related potentials elicited by non-target stimuli. The abbrevia-
tions designate anatomical locations from which the records were derived; their
explanations together with Talairach’s coordinates of the loci and the amplitude
and latency values of late waveforms are given in Table 1. The vertical line shows
the onset of stimulus presentation.

Table 1
The location of electrode contacts from which the event-related potentials elicited by non-t
these potentials.

Location of recording contact Abbreviation Contact

Right hemisphere
Gyrus praecentralis (a4) GPrC M12
Dorsolateral prefrontal cortex (a9) DLPFC F14
Gyrus praecentralis (a4) GPrC R4
Dorsolateral prefrontal cortex (a44) DLPFC G14
Gyrus postcentralis (a1) GPoC S2
Supplementary motor area (a6) SMA M2
Gyrus cinguli anterior (a24) GCA G2
Gyrus cinguli anterior (a32) GCA F2

Left hemisphere
Gyrus praecentralis (a4) GPrC M011
Supplementary motor area (a6) SMA M01
Gyrus cinguli anterior (a32) GCA F02
Dorsolateral prefrontal cortex (a9) DLPFC F06
(14 responses) and the eventually less effective averaging proce-
dure, clear-cut differences in the configuration and latency of the
late component were found in five of the regions explored
(see Fig. 2). The main difference concerned the marked delay
(259 ± 81 ms) of the peak latency of the late ERP component in
all incorrect (994 ± 78 ms) with respect to correct (734 ± 7 ms)
responses.
4. Discussion

The ERP consisting of an isolated late waveform, which was
recorded in three M1 loci as a response to the non-target oddball
stimulus, is the main finding of the study. Almost identical late
ERP components were found in several prefrontal sites, which sug-
gested implication of all these sites in an identical operation. The
changes in timing of these late waveforms in trials with incorrect
responses suggested the association of this electrophysiological
phenomenon with the control of accordance between the internal
representation of the instructed action and its actual state. In sum,
the finding of late ERP waveforms elicited in M1 loci by non-target
stimuli demonstrated the implication of the primary motor cortex
in cognitive processing not related directly to a motor function.
Our finding is consistent with very recent discovery that the pre-
central gyrus is involved in cognitive or sensory function not
requiring motor action (Potes et al., 2014).

Another interesting result is the fact that the same loci were
activated both in correct and incorrect responses. This finding is
relevant to the current discussion about the origin of response-
related negativities on scalp EEG records following correct and
incorrect responses (Endrass et al., 2012; Hoffmann and
Falkenstein, 2010, 2012). Based on our results we suggest that
some loci engaged in the control of correct performance and detec-
tion of errors are identical. Our observation of the late ERP wave-
form both in correct and incorrect responses also suggests that
this potential does not reflect a process of inhibiting a motor
response in the non-target condition.

The control of accordance between the actual action and its
internal representation, together with the processing of other
information needed for action valuation and evaluation is known
to be realized by a large network of brain structures including fron-
tal and parietal cortices, basal ganglia, thalamus, and brain stem
nuclei (Ullsperger et al., 2014). The involvement of the primary
motor cortex with its connections to the spinal cord motor appara-
tus in performance monitoring is not surprising in situations which
comprise grasping, manipulating an object, motor imagery, and
arget stimuli were derived together with selected characteristics of late waveforms of

Talairach coordinates Late waveform
amplitude (lV)

Late waveform
latency (ms)

x y z

61 �13 35 34 734
48 27 40 34 742
49 �7 50 26 727
46 11 37 79 742
61 �17 35 59 617
10 �7 55 45 690
6 8 32 34 695
8 24 35 30 693

�47 �10 55 28 727
�30 �8 60 34 720
�8 21 40 16 720
�47 21 45 29 720



Fig. 2. The event-related potentials in trials with correct and incorrect responses to
non-target stimuli. The abbreviations designate anatomical locations from which
the records were derived; their explanations together with Talairach’s coordinates
are given in Table 1. The vertical line shows the onset of stimulus presentation. The
black points over curves designate the peak of late ERP component in the incorrect
responses. Seeing from top to bottom, the latencies of these peaks were 1117 ms,
968 ms, 1000 ms, 1009 ms, and 875 ms. The amplitude scaling is equal to 80 lV in
the records from right DLPFC (a44) and to 40 lV in all remaining records.
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other motor related actions. Its activation in cognitive operations,
which are linked to more abstract, non-motor actions, could be
regarded as the manifestation of a relatively low specialization of
the underlying neuronal network.

Although our study was limited by the experimental paradigm,
case-report design, nonsystematic electrode coverage, and clinical
history of the subject, the results presented here are encouraging
and could not be readily derived with other neuroimaging or pro-
cessing techniques in healthy humans. Despite these notable issues
our findings clearly suggest functional involvement of the M1 in
cognitive activity not related to motor function.

In the light of early and recent knowledge (Potes et al., 2014;
Scott et al., 2015; Stippich et al., 2007), the role of the primary
motor cortex in brain functioning can, thus, be seen in the
following domains: (i) the M1 transforms voluntary motor plans
into appropriate movements, which consists mainly in selecting
the proper muscles and encoding the force for executing the
intended motor action; (ii) using the sensory feedback from
somatic receptors the M1 contributes to a smooth accomplishment
of the intended action; (iii) the M1 is implicated in the
executive control of actions, including those which are not motor
in nature.
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3.2 P3-like waveform and movement execution 

An extensive literature on event-related potentials (ERPs) in target detection tasks 

shows that the target and nontarget electrophysiological brain activity may diverge 

after sensory potentials have been elicited, giving rise to a post-divergence ERP 

component with latency 250 to 600 ms after the stimulus onset, well-known as the P3 

component (Sutton et al., 1965; for review see Polich 2007). This component was 

traditionally viewed as representing cognitive functions involved in the decision 

making, orientation of attention, contextual updating, and cognitive closure of the 

stimulus identification (Paller et al., 1987; Squires et al., 1975).  The association of P3 

waveform to non-motor cognitive functions started to be used in clinical practice to 

evaluate cognitive ability in different neuropsychiatric conditions. No sooner than two 

decades later, intracerebral generators of the P3 component were found in different 

brain structures (Halgren et al., 1995 a, b; Brázdil et al., 1999). The intracerebrally 

recorded potentials were labelled as the P3-like potentials due to their temporal 

coincidence and similar configuration with the scalp-recorded P3 wave. Using the 

depth electrodes, spatio-temporal characteristics of these potentials could be explored 

and underlying mental processes could be investigated. Our team stayed at the very 

beginning of this research direction and brought evidence for heterogeneity of the P3-

like waveform in a series of studies (Roman et al., 2001; 2005; Damborská et al., 2000; 

2003; 2004; Damborská et al., 2001 – Annex 4; Damborská et al., 2006 – Annex 5; 

Damborská, 2012). We showed that the P3-like waveform probably reflects different 

mental processes including those related to motor execution. In the time window of 

the P3 wave we observed an intracerebrally recorded U-shaped potential preceding 

the movement that, in the majority of the explored brain sites, exhibited the same 

amplitude (Damborská et al., 2001 - Annex 4; Damborská et al., 2003) and the same 

width (Damborská et al., 2001 - Annex 4) when movement or stimulus onsets were 

used as triggers for averaging. Nevertheless, in around a quarter of explored brain sites 

in the frontal and temporal lobes, this potential showed larger amplitude (Damborská 

et al., 2001 - Annex 4; Damborská et al., 2003) and/or smaller width (Damborská et al., 

2001 - Annex 4) in averaging triggered by movement. Thus, we suggested that the 

latter, less frequent, type of potential might represent movement-related cognitive 

processes. We further developed this idea in our pilot (Damborská et al., 2004) and 
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subsequent (Damborská et al., 2006 – Annex 5) studies using another analytical 

procedure on the intracerebrally recorded potential occurring in the time window of 

the visual P3 wave. After creating subgroups of EEG sweeps (trials) with equal stimulus-

response (SR) intervals, we correlated the potential latency with the length of the SR 

interval across these subgroups. Almost in a quarter of explored brain sites in two 

thirds of examined subjects the peak of the waveform closely preceded the movement 

onset and showed a significant correlation between the waveform latency and the SR 

interval (Damborská et al., 2006 – Annex 5). Thereby, we showed that in some brain 

sites in the time window of the P3 wave, a potential occurs that is temporally linked to 

the movement onset. This finding confirmed our previously provided evidence that 

there exist P3-like waveforms time-locked to the motor response (Roman et al., 2001). 

Thus, for the first time only in our intracerebral studies, it was suggested that some 

neuronal processes represented with P3-like waves might be somehow engaged in 

movement execution. 

Annex 4 
Damborská, A., Brázdil, M., Jurák, P., Roman, R., & Kukleta, M. (2001). Steep U-shaped 
EEG potentials preceding the movement in oddball paradigm: Their role in movement 
triggering. Homeostasis in Health and Disease, 41(1-2), 60-63. 
Quantitative contribution: 70% 
Content contribution: pre-processing, analysis, writing the initial draft, table and figure 
preparation 
 
Annex 5 
Damborská, A., Brázdil, M., Rektor, I., Roman, R., & Kukleta, M. (2006). Correlation 
between stimulus-response intervals and peak amplitude latencies of visual P3 waves. 
Homeostasis in Health and Disease, 44(4), 165-168. 
Quantitative contribution: 70% 
Content contribution: pre-processing, analysis, writing the initial draft, table and figure 
preparation 
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3.3 Movement-related cognitive functions 

The basic information about the organization of operations in an intention–action 

functional coupling during voluntary movements has emerged from 

psychophysiological experiments and from analyses of relevant neurological and 

psychiatric case studies (for review see Jeannerod, 2009). According to their results, 

the operations underlying an intentional motor action could be dissociated into three 

relatively independent functional wholes. The first one is responsible for the creation 

of an internal representation of the future action, the second one is responsible for its 

execution, and the third one assures the comparison of the predicted and the actual 

result of the action. The first whole is by definition a pre-movement event, therefore 

can be associated with electrophysiological cortical activity preceding the 

electromyogram activation onset. Similarly, the second whole could be associated with 

electrophysiological correlates elicited in the brain during electromyogram activation. 

Although one could suppose the third whole to occur only after the movement has 

been finished, the results of previous observations suggest otherwise. Movements 

unfold through time, and it is thought that a comparison between the motor intention 

and sensory feedback occurs continuously throughout the duration of a movement 

(Shadmehr et al., 2010).  

Scalp-recorded ERPs elicited during the oddball task have been employed for 

decades as a useful tool for studying cognition processes including the movement-

related ones. In the oddball task the subject responds by button pressing only to the 

infrequent ‘‘target” stimulus, which is presented randomly and repeatedly among 

frequent ‘‘nontarget” stimuli. Two types of correct performance are observed – motor 

response in the target variant (correct hit) and refraining from movement in the 

nontarget variant (correct rejection). The oddball paradigm can also induce two types 

of errors – response omission in the target variant (incorrect rejection) and erroneous 

motor response (false alarm) in the nontarget variant. As such, the analysis of 

intracerebrally recorded ERPs after movement onset within this simple cognitive task 

seems to be very useful for studying mechanisms of performance monitoring by 

exploring spatiotemporal characteristics of these late ERP components.  

Previous intracerebral studies employing motor tasks to search for 

electrophysiological correlates of movement-related cognitive functions focused on 
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middle latency ERPs, such as P3-like potentials (Roman et al., 2005; Rektor et al., 2007) 

or ERPs appearing before and during a simple acral limb movement (Rektor et al., 1998; 

Rektor, 2000). Multiple generators of P3-like potential were discovered (Rektor et al., 

2007) and heterogeneity of the P3-like phenomenon with respect to stimulus 

evaluation and movement-related processes was shown in a series of studies 

mentioned in Chapter 3.2 of this habilitation thesis. Furthermore, generators of 

potential occurring during voluntary limb movement were discovered, i.e., the 

movement-accompanying slow potential, MASP (Rektor et al., 1998). In that study, 

generators of the MASP were identified in motor and supplementary motor, premotor 

and prefrontal, midtemporal, somatosensory, superior parietal and cingular cortices. 

Although with no ambition to study MASP in detail, authors interpreted this evidently 

heterogenic phenomenon to be associated with “readiness to subsequent act” and 

“attention to action”. 

With the arrival of a new millennial, the research community employing 

intracerebral EEG recording focused on the investigation of performance monitoring 

as a critical executive function of the human brain (Ullsperger et al., 2014).  ERPs 

elicited in the post-performance period, i.e., exceeding the reaction time were 

explored. In a search for the sources of post-performance ERPs in incorrect responses, 

the key role of frontomedian wall structures, in particular the ventral and dorsal 

anterior cingulate cortex and the preSMA, in error processing was suggested (Brázdil 

et al., 2002; 2005). Nevertheless, no intracerebral study aimed at identifying sources 

of post-performance ERPs in correct responses. One decade later, our team filled this 

gap by providing first intracerebral evidence for the existence of multiple cortical 

sources of late ERP components elicited after the correct response (Damborská et al., 

2016 – Annex 6). These large-scale brain networks include mesiotemporal structures, 

anterior midcingulate, prefrontal, and temporal cortices. Thus, besides anterior 

cingulate cortex, whose involvement in correct response-related ERP generation was 

previously documented by a source localization study (Roger et al., 2010), our findings 

suggested the recruitment of several other brain structures following correct motor 

responses. In this study, we also demonstrated equivalent involvement of these 

structures in task-variant nonspecific and target-specific processes. The mere 

existence of these two types of post-movement ERP favours the view that after correct 
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movement execution, parallel processing in at least two distinct systems takes place 

sharing at least partially the same anatomical substrate. Parallel activation of two 

different systems, i.e., performance-monitoring and movement-monitoring, was also 

suggested in error processing (Yordanova et al., 2004). Moreover, our study 

(Damborská et al., 2016 – Annex 6) also showed that large-scale brain networks 

generating correct and incorrect performance-related potentials probably share some 

common nodes. Thus, we contributed to a better understanding of neuronal 

mechanisms underlying goal-directed behaviour. 

In further search for electrophysiological correlates of the comparison of the 

internal model of the action with its actual result, we examined the final epoch of a 

voluntary self-initiated hand movement (Kukleta et al., 2017 – Annex 7). We aimed to 

identify brain structures activated during that period. To prevent any contamination 

by electrophysiological manifestations of the preceding operations such as planning 

and movement initiation, we searched for brain sites, which generated exclusively late 

potentials, i.e., following the peak of electromyogram activity of investigated hand. We 

identified late movement potential (LMP) in multiple loci of both hemispheres, mostly 

in both mesial and lateral localizations, including remote regions of mesiotemporal 

structures, cingulate, frontal, temporal, parietal, and occipital cortices. Moreover, we 

observed synchronization of neuronal activity in remote brain loci of this large-scale 

network that reflected probably a temporarily restricted functional linkage of thus far 

independent loci. We suggested that the brain sites generating the LMP could be 

involved in the late online movement and the post-movement comparisons of 

intended and actually performed actions. A series of experimental psychophysiological 

studies demonstrated the crucial role of the accordance between an intention and its 

result for the creation of agentive experience (Ullsperger et al., 2014). This experience 

that we are in control of our own actions is one of the key components of human 

consciousness. Our description of a large-scale network generating the LMPs could 

thus be considered a step toward structural delineation of this significant component 

of human consciousness. 

Annex 6 
Damborská, A., Roman, R., Brázdil, M., Rektor, I., & Kukleta, M. (2016). Post-
movement processing in visual oddball task - evidence from intracerebral recording. 
Clinical Neurophysiology, 127 (2), 1297 – 1306.  
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Annex 7  
Kukleta, M., Damborská, A., Turak, B., & Louvel, J. (2017). Evoked potentials in final 
epoch of self-initiated hand movement: A study in patients with depth electrodes. 
International Journal of Psychophysiology, 117, 119-125.  
IF(2017) = 2.868, rank Q2  
Quantitative contribution: 40% 
Content contribution: participation in writing the initial draft, participation in table and 
figure preparation, corresponding author 
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� Multiple cortical structures are activated after correct motor performance including mesiotemporal
structures, anterior midcingulate, prefrontal, and temporal cortices.

� Equivalent involvement of these structures in task-variant nonspecific and target specific processes is
suggested.

� Networks generating correct and incorrect performance-related potentials probably share some com-
mon nodes.

a b s t r a c t

Objective: To identify intracerebral sites activated after correct motor response during cognitive task and
to assess associations of this activity with mental processes.
Methods: Intracerebral EEG was recorded from 205 sites of frontal, temporal and parietal lobes in 18
epileptic patients, who responded by button pressing together with mental counting to target stimuli
in visual oddball task.
Results: Post-movement event-related potentials (ERPs) with mean latency 295 ± 184 ms after move-
ment were found in all subjects in 64% of sites investigated. Generators were consistently observed in
mesiotemporal structures, anterior midcingulate, prefrontal, and temporal cortices. Task-variant non-
specific and target specific post-movement ERPs were identified, displaying no significant differences
in distribution among generating structures. Both after correct and incorrect performances the post-
performance ERPs were observed in frontal and temporal cortices with latency sensitive to error commis-
sion in several frontal regions.
Conclusion: Mesiotemporal structures and regions in anterior midcingulate, prefrontal and temporal cor-
tices seem to represent integral parts of network activated after correct motor response in visual oddball
task with mental counting. Our results imply equivalent involvement of these structures in task-variant
nonspecific and target specific processes, and suggest existence of common nodes for correct and incor-
rect responses.
Significance: Our results contribute to better understanding of neural mechanisms underlying goal-
directed behavior.
� 2015 International Federation of Clinical Neurophysiology. Published by Elsevier Ireland Ltd. All rights

reserved.
1. Introduction to successive stages in processing. Therefore, electrophysiological
It is widely accepted that successive components of event-
related potentials (ERPs) elicited during a cognitive task are related
recording can be used to monitor the probable location, timing
and intensity of brain activation during the task (Halgren et al.,
1998). Recently, an increased interest in the neural sources of ERPs
elicited in the post-performance period has been observed with the
aim to identify anatomical structures engaged in performance
monitoring. A well-known event-related potential provoked
by errors, error-related negativity (Ne/ERN) typically peaking
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Table 1
Patient characteristics and lobes investigated.

Patient Sex* Age Lobes investigated * Number of sites
investigated

1 M 20 RFT, LFT 11
2 M 28 RFT, LT 7
3 M 37 RFT, LFT 13
4 M 45 RFT, LFT 15
5 M 30 RFT, LFT 14
6 F 31 RFT 12
7 M 32 RFT, LTF 4
8 M 30 RFT, LFT 10
9 M 19 RF, LF 12

10 F 31 RFT, LFT 14
11 F 27 RT 6
12 M 19 RT, LT 14
13 M 41 RF, LF 8
14 M 25 RFT, LFT 17
15 M 34 RFTP 14
16 M 23 RFT, LFT 16
17 F 28 LFT 10
18 M 27 LT 8

* M =male; F = female; R = right, L = left; F = frontal, T = temporal, P = parietal.
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100–150 ms after an erroneous response (Falkenstein et al., 1990;
Gehring et al., 1993) was proved by intracerebral studies to stem
from activation of multiple sources, with the most consistent
involvement being that of frontomedian wall and mesio-
temporal lobe structures (Brázdil et al., 2002, 2005; Pourtois
et al., 2010). A positive deflection occurring 200–500 ms after an
incorrect response and following the Ne/ERN referred to as error
positivity (Pe; Falkenstein et al., 1991, 1995, 2000) was suggested
to be generated in the anterior cingulate cortex (ACC; Herrmann
et al., 2004) and to have a common origin with the Ne/ERN
(Brázdil et al., 2002). In patients and also in healthy subjects the
so-called ‘‘correct response-related negativity” (Nc/CRN) is often
seen as negative deflection following correct responses in surface
electrophysiological recordings (Bonnefond et al., 2011; Coles
et al., 2001; Ford, 1999; Gehring and Knight 2000; Scheffers and
Coles, 2000; Vidal et al., 2000, 2003). Surprisingly, few studies
carefully investigated neural sources of Nc/CRN. This ERP was
observed at frontal (Mathalon et al., 2002; Meckler et al., 2011)
and frontocentral electrodes (Falkenstein et al. 2000; Hajcak
et al., 2005), and, therefore, generators in the rostral cingulate zone
were suggested (Carter et al., 1998; Roger et al., 2010). Similarly to
erroneous responses a small positivity can also be found for correct
responses called the correct response positivity (Pc), but it has gen-
erally been used only as a baseline comparison for the Pe and little
has been written about it (Bates et al., 2004; Mathalon et al., 2002).
We believe, however, that studies focused on correct response pro-
cessing could contribute to better understanding of neural mecha-
nisms underlying successful goal-directed behavior. In addition to
these theoretical implications, studying the functional significance
of post-performance ERPs might also help to understand deficits in
action control and behavior adaptation observed in psychopatho-
logical and neurological conditions (Taylor et al., 2007).

Scalp-recorded event-related potentials (ERPs) elicited during
the so-called ‘‘oddball” task have been employed for decades as a
useful tool for studying cognition processes. In the oddball task
the subject responds by button pressing and/or mental counting
only to the infrequent ‘‘target” stimulus, which is presented ran-
domly and repeatedly among frequent ‘‘nontarget” stimuli. Two
types of correct performance are observed – motor response in
the target variant (correct hit) and refraining from movement in
the nontarget variant (correct rejection). The oddball paradigm
can also induce two types of errors – response omission in the tar-
get variant (incorrect rejection) and erroneous motor response
(false alarm) in the nontarget variant. As such, the analysis of ERPs
recorded in the post-performance period of this simple cognitive
task seems to be very useful for studying mechanisms of perfor-
mance monitoring. Previous intracerebral studies employing
motor tasks, however, focused rather on P3-like potentials
(Rektor et al. 2007) or ERPs appearing before and during a simple
acral limb movement (Rektor et al. 1998; Rektor, 2000) and did
not investigate ERP components that might appear later. To our
knowledge, the activity following correct responses in motor tasks
has not been systematically examined by any intracerebral study
yet.

While multiple sources were proved for event-related activity
in the post-performance period provoked by errors (Brázdil et al.,
2002, 2005; Pourtois et al., 2010) we have hypothesized whether
also in correct reactions to target stimuli of visual oddball task
multiple brain regions might be involved in processes that take
place there. If so, ERP activity in the post-movement period of
correctly performed task might be observed within a large-scale
neuronal network rather than limited to a single brain structure.
To this end, the present intracerebral ERP study was designed to
identify the cerebral sites consistently activated after correct
motor reactions in a visual oddball task. Therefore we assessed
across examined brain structures the occurrence frequency of
post-movement ERP evoked during the target task variant. In an
attempt to associate these ERPs with underlying mental processes,
we decided to evaluate these potentials in relation to ERPs elicited
after correct performance of nontarget task variant and after both
types of errors induced during the task. If the post-movement ERP
reflects different mental processes then in sites where this ERP was
detected, differences in post-performance activity in the nontarget
task variant should be observed. If the brain network related to
incorrect responses shares some common nodes with that related
to correct responses, then sites active in both conditions should
be identified. To explore the character of mental processes under-
lying the post-movement ERPs we evaluated their latency and dis-
tribution among brain structures.
2. Methods and materials

2.1. Subjects

Eighteen patients (14 men) aged from 23 to 45 years (median
30) were employed in the study (Table 1). All subjects suffered
from medically intractable epilepsy and were candidates for surgi-
cal treatment. They all were under antiepileptic drug therapy,
which was determined by clinical considerations. During the per-
iod of diagnostic examination by intracerebral EEG recording, the
doses of medicaments were reduced to allow seizures to develop
spontaneously. All patients had normal or corrected-to-normal
vision. The subjects gave us their informed consent to the experi-
mental protocol that had been approved by the Ethical Committee
of Masaryk University.
2.2. Experimental task

A visual oddball task was performed. The patients were sitting
comfortably in a moderately lighted room and were focusing on
the center of a monitor situated at about 100 cm from their eyes.
Yellow capital letters X (target) or O (nontarget) appeared repeat-
edly on white background in random order as experimental stim-
uli. Each stimulus presentation lasted 200 ms and the
interstimulus interval varied randomly between 2 and 5 s. The tar-
get stimuli were five times less frequent than the nontarget ones.
The subjects were instructed to press a microswitch button with



Fig. 1. The response-triggered averaged ERPs for correct target trials recorded from
neighboring electrode contacts exhibiting steep voltage gradients in post-move-
ment period in right hippocampus in patient No. 2 (Z3–Z7), right anterior
midcingulate cortex in patient No. 9 (F1–F4), and right amygdala in patient No. 4
(A1–A3). Note the voltage variations across contacts with maximal peak amplitude
marked with black point (M = movement).
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the dominant hand as quickly as possible, whenever a target stim-
ulus appeared, to mentally count the target stimuli, and to ignore
the nontarget stimuli.

2.3. Data acquisition

Electrical activity was recorded during the task simultaneously
from various brain sites by means of standard Micro Deep semi-
flexible multicontact platinum electrodes. Having a diameter of
0.8 mm, each electrode carried 5–15 contacts 2.0 mm long sepa-
rated by constant intervals of 1.5 mm. Strictly for diagnostic rea-
sons 113 intracerebral depth electrodes were implanted into the
structures of the frontal, temporal, and parietal lobes (Table 1).
Every patient received 2–10 such electrodes exploring either or
both hemispheres. Long electrodes examined both lateral and
mesial cortical regions. The electrodes were placed using the
methodology of Talairach et al. (1967) and their position was after-
wards verified by magnetic resonance imaging with electrodes
in situ. The registration was made with the help of a 64-channel
Brain Quick EEG system (Micromed). All the recordings were
monopolar with respect to a reference electrode attached to the
right processus mastoideus. The impedances used were less than
5 kO. The EEG signal was amplified with a bandwidth of
0.1–40 Hz at a sampling rate of 128 Hz.

2.4. Analysis

The EEG signal was analyzed offline with the help of ScopeWin
software. The recordings from lesions and epileptogenic zones and
the trials with artefacts were rejected offline with visual inspection
made by two experienced persons. Switching the button in
response to a nontarget stimulus or its omission in response to a
target stimulus was considered as error. In each subject all
artefact-free trials with correct and at least 10 incorrect perfor-
mances were used for calculation of average curves. Exclusion of
a different number of trials and commission of a different number
of errors explains the interindividual variability in the number of
trials used for each average curve (target variant: 41–80 trials with
correct hits, 14 and 25 trials with incorrect refraining from move-
ment; nontarget variant: 191–342 trials with correct refraining
from movement, and 13, 14 and 18 trials with false alarms).
Post-movement ERP waves in the latency range of 0–900 ms from
movement were analyzed. Periresponse EEG periods (from �900 to
+900 ms from the movement onset) were averaged for target cor-
rect responses using movement onset as a trigger. Peristimulus
EEG periods (from �300 to +1500 ms from the stimulus onset)
were averaged separately for target and nontarget correct and
incorrect performances using the stimulus onset as a trigger. The
statistical significance of ERP waves was computed between the
mean amplitude observed during the baseline period (from �600
to �100 ms from the stimulus onset) and the mean value com-
puted as a mean from the neighborhood of each point (170 ms
length) after stimuli or responses using a nonparametric Wilcoxon
Rank Sum (Signed Rank) test for paired samples. Records from one
contact of each multicontact intracerebral electrode implanted in a
particular anatomical structure were included in the analysis
selecting the one with the largest amplitude of ERP. The intracere-
bral findings of steep voltage gradients uniquely proved the focal
origin of the waveform (Fig. 1).

The statistical analysis of recorded potentials was performed by
comparing the presence with the absence of the post-movement
ERP in correct reactions to target stimuli. The frequency differences
between brain structures were examined using the binomial test.
Involvement of these structures after correct performance in non-
target task variant was compared using Fischer’s exact test. To test
the statistical significance of differences in latency of ERPs the
t-test for independent samples was used. In all tests the threshold
for statistical significance was set to P < 0.05.
3. Results

The performance of the subjects during the task was very accu-
rate; only three subjects (Nos. 5, 9, and 12) committed higher num-
ber of errors (Table 2). The mean reaction time in correct responses
ranged from 457 ± 34 ms to 644 ± 78 ms (median 522 ms). In the
response-triggered averages (RTAs) of correct reactions to target
stimulus a prominent event-related potential in the post-
performance period (see Fig. 2) was detected in all subjects in
131 sites, i.e. 64% of sites investigated, with no significant differ-
ence in localization within well examined frontal and temporal
lobes. These sites were distributed among multiple brain struc-
tures (see Table 3); involving mesiotemporal structures, lateral
temporal, prefrontal, cingulate, frontal and parietal cortices, and
basal ganglia. The occurrence of the post-movement ERP in enough
examined (at least 5 investigated sites) brain structures ranged
from 43% to 100% (mean 67 ± 15%) of investigated sites. The bino-
mial test revealed no significant differences in frequency of find-
ings of post-movement ERP among these eleven structures. The
only exception were basal ganglia where finding of post-
movement ERP was significantly more frequent than in several,
mostly temporal, sufficiently examined brain structures (Table 4),
and anterior midcingulate cortex with borderline significantly
higher post-movement ERP occurrence than in inferior temporal
gyrus (P = 0.0485). When we restrict our results to observation of
generators, however, the list of presumably consistently involved
structures is shorter (see Table 5). The data in Fig. 1 demonstrate
three regions exhibiting signs of a local generator. Most frequently
(53% of sites investigated) the post-movement ERP was generated
in amygdala. Quite frequently, with occurrence not significantly
different from amygdala, generators were also observed in



Table 2
Number of artefact-free trials.

Patient Target Nontarget

Correct hit Incorrect rejection Correct rejection False alarm

1 49 0 281 3
2 45 0 236 1
3 62 6 266 1
4 41 5 221 1
5 65 1 332 18
6 57 3 328 2
7 49 0 261 0
8 52 0 247 0
9 77 25 343 14

10 46 3 267 0
11 59 1 243 2
12 80 14 282 13
13 53 3 201 0
14 61 1 316 4
15 63 1 242 0
16 66 3 305 3
17 57 0 222 0
18 57 2 270 1

Correct hit = motor response to target stimulus; Incorrect rejection = movement
omission after target stimulus; Correct rejection = refraining from movement in
nontarget task variant; False alarm = erroneous motor response in nontarget task
variant.

Fig. 2. Response-triggered averaged post-movement ERPs for correct target trials
(M = movement). Contact (subject), anatomical structure: T3 (15), right superior
temporal gyrus; C1 (3), right fusiform gyrus; A9 (3), right middle temporal gyrus;
C02 (4), left parahippocampal gyrus; G1 (13), right anterior cingulate cortex; A13
(6), right middle temporal gyrus; B07 (12), left superior temporal gyrus.
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hippocampus, parahippocampal and middle temporal gyri, ante-
rior midcingulate cortex, medial frontal, orbitofrontal, and dorso-
lateral prefrontal gyri. On the other hand, despite sufficient
examination, the post-movement ERP was generated significantly
less frequently than in amygdala in superior and inferior temporal
gyri and no generator was found in basal ganglia. The comparison
between brain lobes revealed no significant differences in post-
movement ERP generator occurrence. In post-movement ERPs gen-
erated in temporal and frontal lobes the mean peak latency relative
to motor response was 288.9 ± 171.6 ms and 248.7 ± 176.4 ms,
respectively. This difference, however, did not reach the statistical
significance.

The observed post-movement ERPs were mostly (80% sites)
monophasic, less frequently complex biphasic (14% sites) with
waveforms of opposite polarities, only occasionally (6% sites) two
separate waves of the same polarity were detected. In total, 157
ERP waves were observed in the post-movement period in the tar-
get task variant. Their peak latency ranged from 14 to 726 ms
(mean 295 ± 184 ms, median 258 ms) with approximately half of
them (48%) appearing between 100 and 300 ms after movement
onset. Less than one third of post-movement ERPs (27%) were
observed in sites where no ERP component was detected during
the stimulus–response interval. This was revealed by the analysis
of stimulus-triggered averages (STAs) of correct reactions to target
stimulus. In these cases the post-movement ERP was observed as a
very late isolated ERP with a latency exceeding the mean reaction
time (e.g. in contact X08 in patient 3, see Fig. 3A); in the majority of
brain sites, however, this potential appeared only after compo-
nents elicited within the stimulus–response interval (e.g. in con-
tact D02 in patient 14, see Fig. 3A).

Approximately in 50% of the sites where post-movement ERP
was detected in the RTA of correct reactions to target stimuli, no
very late ERP was observed in the STA of correctly ignored nontar-
get stimuli (e.g. examples in Fig. 3A). In the other half of the sites,
however, one (61 sites) or two (6 sites) potential waves with a
latency exceeding the subject’s mean reaction time were observed
(e.g. examples in Fig. 3B–D). The latency of all these 73 nontarget
post-performance ERP waves ranged from 500 to 1162 ms (mean
757 ± 168 ms) after the stimulus onset. A comparison of the first
nontarget with the first target post-performance ERP wave in the
STAs revealed that the latency of the nontarget ERP was shorter
by 174 ± 118 ms in 34 sites (Fig. 3B) and longer by 166 ± 88 ms
in 26 sites (Fig. 3C). In the remaining 7 sites the latencies were
almost identical differing by less than 20 ms (Fig. 3D).

In most anatomical structures examined both task-variant non-
specific and target specific post-movement ERPs were observed
(Table 3). In the former case an ERP was detected both in target
post-movement and nontarget post-performance periods while in
the latter case the potential was found only in target task variant.
Mean latency of task-variant nonspecific (244.6 ± 142.1 ms) and
target specific (251.3 ± 164.5 ms) post-movement ERPs differed
only slightly and the differences did not reach a statistical signifi-
cance. Both the task-variant nonspecific and target specific post-
movement ERPs were observed in all but two patients. Only the
former or latter types of ERP were observed in subject No. 9 and
11, respectively. The occurrence frequency of task-variant non-
specific and target specific ERP types did not significantly differ
between frontal and temporal lobes neither among individual
brain structures investigated. The only exception were the basal



Table 3
Distribution of ERPs across brain regions in correct reactions to target stimulus.

Anatomical structure Post-movement
ERPa

Sites examined/subjects Target specific
ERP/subjectsb

Task-variant nonspecific
ERP/subjectsc

Anterior midcingulate cortex 9(82) 11/7 3/3 6/5
Pregenual anterior cingulate cortex 2(67) 3/2 2/1 0/0
Rostro- and dorsomedial prefrontal cortices 6(75) 8/5 2/2 4/2
Orbitofrontal cortex 8(57) 14/8 6/5 2/2
Dorsolateral prefrontal cortex 15(71) 21/10 8/5 7/3
Supplementary motor area 0(0) 2/1 0/0 0/0
Premotor cortex 1(100) 1/1 1/1 0/0
Primary motor cortex 3(75) 4/2 0/0 3/2
Basal ganglia 7(100) 7/5 7/5 0/0

Amygdala 10(67) 15/12 5/5 5/5
Hippocampus 17(65) 26/15 10/8 7/6
Parahippocampal gyrus 6(55) 11/8 1/1 5/3
Fusiform gyrus 4(100) 4/5 1/1 3/3
Superior temporal gyrus 13(57) 23/11 5/5 8/4
Middle temporal gyrus 19(61) 31/15 9/6 10/7
Inferior temporal gyrus 6(43) 14/8 1/1 5/4
Lingual gyrus 1(50) 2/1 0/0 1/1

Posterior cingulate cortex 0(0) 2/1 0/0 0/0
Inferior parietal lobule 2(67) 3/1 1/1 1/1
Somatosensory cortex 2(67) 3/2 1/1 1/1

Frontal lobe 51(72) 71/14 29/13 22/7
Temporal lobe 76(60) 126/17 32/14 44/14
Parietal lobe 4(50) 8/2 2/1 2/1

Total 131(64) 205/18 63/17 68/17

a Number of sites (% of sites examined) with positive observations of post-movement ERP in response-triggered averages of correct reactions to
target stimulus.

b Number of sites/subjects with observed target post-movement ERP but with negative finding in post-performance period of nontarget task variant.
c Number of sites where ERP was observed both in target post-movement and nontarget post-performance periods.

Table 4
Comparison between basal ganglia and other brain structures (P-values).

Anatomical structure Binominal test Fisher’s exact test

Anterior midcingulate cortex 0.2341 0.0114*

Rostro- and dorsomedial prefrontal cortices 0.1553 0.0210*

Orbitofrontal cortex 0.0400* 0.4667
Dorsolateral prefrontal cortex 0.1073 0.0513
Amygdala 0.0843 0.0441*

Hippocampus 0.0663 0.0648
Parahippocampal gyrus 0.0037* 0.0047*

Superior temporal gyrus 0.0341* 0.0147*

Middle temporal gyrus 0.0454* 0.0227*

Inferior temporal gyrus 0.0112* 0.0047*

* P < 0.05, significant difference in numbers of post-movement ERPs (binominal
test) or in frequency of target specific and task-variant nonspecific ERPs (Fisher’s
exact test) between basal ganglia and other sufficiently examined brain structures.

Table 5
Distribution of generators across brain regions in correct reactions to target stimulus.

Anatomical structure Generatorsa Target
specific
ERPb

Task-variant
nonspecific
ERPc

Anterior midcingulate cortex 5(42) 1 4
Pregenual anterior cingulate cortex 1(50) 1 0
Rostro- and dorsomedial prefrontal

cortices
2(25) 1 1

Orbito-frontal cortex 3(21) 2 1
Dorsolateral prefrontal cortex 8(38) 3 5
Supplementary motor area 0(0) 0 0
Premotor cortex 1(100) 1 0
Primary motor cortex 1(25) 0 1
Basal ganglia 0(0) 0 0

Amygdala 8(53) 4 4
Hippocampus 8(31) 4 4
Parahippocampal gyrus 5(45) 1 4
Fusiform gyrus 1(25) 1 0
Superior temporal gyrus 5(22) 3 2
Middle temporal gyrus 10(32) 5 5
Inferior temporal gyrus 2(14) 0 2
Lingual gyrus 0(0) 0 0

Posterior cingulate cortex 0(0) 0 0
Inferior parietal lobule 0(0) 0 0
Somatosensory cortex 1(33) 0 1

Frontal lobe 21 9 12
Temporal lobe 39 18 21
Parietal lobe 1 0 1
Total 61 27 34

Sufficiently examined brain structures (at least 5 sites investigated) with high
occurrence of generators are in bold format.

a Number of sites (% of sites examined) displaying signs of proximity to structure
generating the target post-movement ERP either.

b With negative finding in nontarget post-performance period,
c With ERP observed in nontarget post-performance period.
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ganglia in which only target specific ERPs were found (e.g. Fig. 3A)
and thus this result was significantly different from several brain
structures (see the last column in Table 4). No significant differ-
ences in ERP type distribution, however, were found among gener-
ating brain structures (see Table 5).

Errors, i.e. erroneously omitted (incorrect rejection) or erro-
neously performed (false alarm) motor responses, were committed
quite frequently in three of the patients (Nos. 5, 9, and 12; see
Table 2). The subject’s mean reaction time was longer for false
alarms (RTf) compared to correct hits (RTc) by 56 ms, 23 ms, and
138 ms in patients Nos. 5, 9, and 12, respectively. In patient No.
5 no ERP was found after false alarms in sites where post-
movement ERP was recorded in correct reactions to target stimuli.
In both remaining patients, however, a very late ERP with latency
exceeding both RTc and RTf was observed in stimulus-triggered



Fig. 3. Post-performance ERP: (A) prominent in target but absent in nontarget trials; (B) with shorter latency in nontarget than in target trials; (C) with longer latency in
nontarget than in target trials; (D) with almost identical latency in target and nontarget trials. On the left side, response-triggered (M = movement) averaged ERPs for correct
target trials; on the right side, stimulus-triggered (S = stimulus) averaged ERPs for correct target (thick lines) and correct nontarget (thin lines) trials in the same contact. Note
that post-performance target ERP is either preceded by clear-cut earlier components or not, e.g. in D02(14) or X08(3) in section A, respectively. Contact (subject), anatomical
structure: D02(14), left superior temporal gyrus; X08(3), left putamen; M12(9), right primary motor cortex; O1(13), right orbitofrontal cortex; F8(16), right dorsolateral
prefrontal cortex; B8(3), right middle temporal gyrus; F2(9), right anterior cingulate cortex; A01(12), left superior temporal gyrus.
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averages of erroneous responses. Tables 6 and 7 show distribution
of these ERPs across brain regions. Latencies of stimulus-triggered
averaged ERPs detected after correct and incorrect performances
are displayed in Table 8. In patient No. 9 the latency after incorrect
rejection or false alarm was either longer, with a delay of up to
469 ms (Fig. 4A), or almost identical, with a difference no greater
than 20 ms (Fig. 4B), compared to the latency observed after cor-
rect hit or correct rejection, respectively. In patient No. 12 the
latencies after correct and incorrect performances differed less
than by 20 ms (Fig. 4B).

In an attempt to associate the post-movement ERP observed in
the target variant of a visual oddball task with underlying
mental processes the following competent characteristics of
post-performance ERPs were identified: (1) a waveform prominent
to target but absent to nontarget stimuli; (2) a waveform promi-
nent both to target and nontarget stimuli; (3) a longer latency of
ERP when motor response was erroneously omitted in reaction
to target stimulus; (4) a longer latency of ERP when motor
response was erroneously performed in reaction to nontarget
stimulus.
4. Discussion

This study examined the electrophysiological indicators of post-
performance brain activity. By using depth EEG recording during a
visual oddball task we have demonstrated that: (1) post-
movement ERPs in correct target trials were observed in multiple
cortical structures; (2) ERPs recorded after correct performance
were either specific for the target task variant or were observed
in both variants of the visual oddball task; (3) in several brain sites
both after correct and incorrect performances clear-cut ERP com-
ponents were observed; (4) in brain sites sensitive to error com-
mission the latency of the post-performance ERP was longer in
incorrect compared to correct performance.

4.1. Generators of post-performance ERPs in correctly performed
target trials are distributed in multiple brain regions

Two recent source localization studies on performance moni-
toring focused on identifying ICA components reflecting the post-
performance ERPs for correct and incorrect responses (Hoffmann



Table 6
Distribution of ERPs across brain regions in correct reactions to target and erroneous
reactions to nontarget stimuli.

Anatomical structure Post-movement
ERPsa

Sites
examined/
subjects

False alarm/
subjectsb

Anterior cingulate cortex 3 4/2 0/0
Orbitofrontal cortex 0 2/1 –
Dorsolateral prefrontal cortex 3 3/1 3/1
Supplementary motor area 0 2/1 –
Premotor cortex 1 1/1 0/0
Primary motor cortex 2 3/1 2/1

Amygdala 1 1/1 0/0
Hippocampus 1 2/1 0/0
Parahippocampal gyrus 3 3/1 0/0
Superior temporal gyrus 7 9/2 1/1
Middle temporal gyrus 2 3/2 1/1
Inferior temporal gyrus 0 4/1 –

Lingual gyrus 1 2/1 0/0

Somatosensory cortex 0 1/1 –
Frontal lobe 9 15/2 5/1
Temporal lobe 15 24/2 2/1
Parietal lobe 0 1/1 –

Total 24 40/3 7/2

a Number of sites with positive observations of post-movement ERP in response-
triggered averages of correct reactions to target stimulus.

b Number of sites/subjects with positive observation of ERP elicited both after
correct reactions to target and erroneous reactions to nontarget stimuli.

Table 7
Distribution of ERPs across brain regions in correct and erroneous reactions to target
stimuli.

Anatomical structure Post-movement ERPsa Sites
examined/
subjects

Incorrect
rejection/
subjectsb

Anterior cingulate cortex 2 3/1 2/1
Dorsolateral prefrontal cortex 3 3/1 3/1
Supplementary motor area 0 2/1 –

Primary motor cortex 2 3/1 2/1

Hippocampus 1 2/1 0/0
Superior temporal gyrus 6 8/1 2/1
Middle temporal gyrus 2 2/1 1/1

Lingual gyrus 1 2/1 0/0

Somatosensory cortex 0 1/1 –
Frontal lobe 7 11/1 7/1
Temporal lobe 10 14/1 3/1
Parietal lobe 0 1/1 –

Total 17 26/2 10/2

a Number of sites with positive observations of post-movement ERP in response-
triggered averages of correct reactions to target stimulus.

b Number of sites/subjects with positive observation of ERP elicited both after
correct and erroneous reactions to target stimuli.

Table 8
Latency (ms) of post-performance ERP measured from stimulus onset in two patients.

Anatomical
structure/contact

Target Nontarget

Correct
hit

Incorrect
rejection

Delay Correct
rejection

False
alarm

Delay

Patient No 9 (RTc = 474 ms, RTf = 497 ms)
aMCC/G1 617 1086 469 703 – –
aMCC/F2 601 1062 461 693 – –
DLPFC/G14 804 1062 258 742 875 133
DLPFC/F14 688 1070 382 742 968 226
DLPFC/F́9 601 1055 454 727 723 �4
PMC/M12 1046 1125 79 734 1117 383
PMC/M011 950 966 16 727 1009 282

Patient No 12 (RTc = 594 ms, RTf = 732 ms)
STG/T4 1018 999 �19 – – –
STG/T05 836 827 �9 774 789 15
MTG/D012 824 827 3 768 762 �6

Correct hit = motor response to target stimulus; Incorrect rejection = movement
omission after target stimulus; Correct rejection = refraining from movement in
nontarget task variant; False alarm = erroneous motor response in nontarget task
variant; Delay = the ERP latency difference between incorrect and correct perfor-
mances; RTc = mean reaction time for correct hit condition; RTf = mean reaction
time for false alarm condition; aMCC = anterior midcingulate cortex; DLPFC =
dorsolateral prefrontal cortex; PMC = primary motor cortex; STG = superior
temporal gyrus; MTG = middle temporal gyrus; 0 = left side; regions generating
post-movement ERP are written in italics format.
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and Falkenstein, 2010; Roger et al., 2010). Both studies, however,
aimed to identify ICA components related to the ERN/Ne, and the
component selection was based on error trials (Roger et al.,
2010) or on differences between error and correct trials
(Hoffmann and Falkenstein, 2010). To the best of our knowledge,
no source localization or even intracerebral study primarily aimed
at identifying sources of post-performance ERPs for correct
responses. Similarly, several EEG/fMRI studies identified correla-
tions between the hemodynamic response in the rostral cingulate
zone and scalp recorded ERN (for review see Ullsperger et al., 2014)
but none of them was focused on correct response-related activity.
From this point of view, the current study provides unique intrac-
erebral data suggesting the existence of multiple sources of ERPs
elicited after correct performance. We observed clear-cut correct
response-related activation in many different brain regions
(Table 3). Since converging observations seem to indicate that
the field created by neurons more than one centimeter away from
the recording site account for only a negligible portion of the
intracranially recorded EEG signal (Lachaux et al., 2003), these
ERPs might be considered to emerge from the brain structure in
which they were observed. Most convincingly, our results suggest
engagement of mesiotemporal structures, anterior midcingulate,
prefrontal and lateral temporal cortices, in which steep voltage
gradient across neighbouring contacts was observed as an
unequivocal evidence of a potential generation. Thus, besides
ACC whose involvement was previously documented by source
localization study (Roger et al., 2010) in correct response-related
negativity generation; our results suggest recruitment of several
other brain structures following correct motor responses. Our
results support the view, that the post-movement brain processes
in correct responses of visual oddball task are realized through
activation of large-scale neuronal networks. In the present study
most brain structures that form these networks were active in dis-
crete sites while in other sites no evoked electrophysiological
activity was recorded. No difference in occurrence frequency was
found among involved brain structures except for basal ganglia
where post-movement ERP was found in all examined sites. Due
to the fact that recording sites were selected according to diagnos-
tic concerns, and most regions were not explored, the possibility to
use this result for quantitative comparison of activation of different
brain structures is limited. Thus, it still remains in question as to
whether some structures generate the post-movement ERP in a
greater portion of its volume than other structures.

4.2. Parallel systems of correct performance processing

In all well examined structures except for basal ganglia, i.e. in
mesiotemporal structures, anterior midcingulate, prefrontal and
lateral temporal cortices, we observed task-variant nonspecific
post-movement ERP type. This suggests that the studied post-
movement ERP might reflect some processes that are supposed to
take place in both variants of the task, such as stimulus evaluation



Fig. 4. Stimulus-triggered (S = stimulus) averaged ERPs for correct (thin line) and incorrect (thick line) trials. (A) Longer latency of post-performance ERP when motor
response was erroneously omitted in reaction to target stimulus (left section) or erroneously performed in reaction to nontarget stimulus (right section). (B) Almost identical
latency of post-performance ERP after correct and incorrect performance of target (left section) or nontarget (right section) task variant. Contact (subject), anatomical
structure: G1(9), right anterior cingulate cortex; F14(9), right dorsolateral prefrontal cortex; F2(9), right anterior cingulate cortex; F09(9), left dorsolateral prefrontal cortex;
T4(12), right superior temporal gyrus; D012(12), left middle temporal gyrus; M12(9), right primary motor cortex; G14(9), right dorsolateral prefrontal cortex; M011(9), left
primary motor cortex.
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processing, attentional processes or performance monitoring. This
interpretation is in line for instance with our previous study where
we provided evidence that hippocampal ERPs, either preceding or
following correct motor responses, could represent some stimulus
evaluation processing (Roman et al., 2013) or with widely accepted
role of frontal lobe for monitoring the effect of actions on the exter-
nal environment (Stuss and Benson, 1986; Stuss, 2011). Such a
monitoring process could just follow each correctly performed
task, irrespective of whether the required behavior was movement
execution and mental counting or movement inhibition and ignor-
ing of the stimuli.

The finding of target specific ERPs in all well examined brain
structures of frontal and temporal lobes may indicate their
involvement in counting related brain processes. Previous observa-
tions of counting related brain activity in the lateral temporal neo-
cortex and ACC (Brázdil et al., 2003) support this view. Since higher
demands on memory functions in the target task variant with
mental counting are expected, participation of these structures in
memory processes might be suggested. Nevertheless, this type of
ERP could as well only reflect more attention or higher cognitive
load related to arithmetic without any specific relation to mainte-
nance of episodic information in short term memory. Some pro-
cesses underlying target specific activity may also be related to
previous movement execution. In case of basal ganglia, in which
we have found only target specific ERPs, this interpretation would
perfectly fit with their prominent role in motor functions. Accord-
ing to another interpretation, this ERP could simply reflect passive
re-entrance of somatosensory signals or a post-performance reset-
ting of brain circuits without any elaboration or use of the perfor-
mance features.

Both the task variant nonspecific and target specific ERP types
were consistently generated in the same structures (see Table 5).
The mere existence of these two types of post-movement ERP
favors the view that after correct movement execution parallel
processing in at least two distinct systems takes place sharing at
least partially the same anatomical substrate. Parallel activation
of two different systems, i.e. performance-monitoring and
movement-monitoring, was also identified to be responsible for
Ne/ERN generation (Yordanova et al., 2004).

4.3. Common nodes of correct and incorrect behavior processing

In the present study we demonstrated that there are brain sites
in which both correct and incorrect performances may elicit a
prominent potential in the post-performance period. We found
sites in which ERPs were recorded both after correct motor
response and its erroneous omission in the target variant of the
task. In some of these sites we even recorded ERPs both after cor-
rect refraining from movement and erroneous movement execu-
tion in the nontarget task variant. Our findings suggest that
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cortical networks engaged in the generation of correct and incor-
rect performance-related potentials could have some common
nodes. The fact that in several sites post-performance ERPs were
observed both in correct hit and false alarm conditions seems to
further support findings of recent studies using independent com-
ponent analysis, which strongly suggest that Ne/ERN and Nc/CRN
stem from largely overlapping generators (Roger et al., 2010;
Wessel et al., 2012). The demonstration of post-performance ERPs
in false alarms stands in line with a large body of literature on error
processing and supports the existence of an already known and
well-described Ne/ERN and Pe complex (Wessel, 2012). On the
other hand, our finding of post-performance ERPs after erroneous
movement omission is rather unique. Our finding suggests that
some kind of error processing might take place also after incorrect
movement inhibition. Actually, it should not be surprising that also
after this type of error some monitoring process might take place
that compares the predicted behavior with the actual one.

Another interesting finding of the present study is that there are
sites in anterior midcingulate, dorsolateral prefrontal and primary
motor cortices, where the error commission has an influence on
the latency of post-performance ERP with higher values for incor-
rect performance (Fig. 4A). Erroneous refraining frommovement in
the target variant of the task revealed a longer latency of the ERP
than the correct hit condition. Similarly, erroneously performed
movement in the nontarget variant of the task revealed a longer
latency than correct inhibition of motor response. If the observed
latency differences indicated that the preceding processes are pro-
longed or higher in number in case of error commission, then both
correct and incorrect post-performance ERP components might
represent some final evaluation processes related to finished
action. Our findings of latency differences are analogous with those
reported in a recent intracerebral study (Pourtois et al., 2010). In a
go/nogo task the authors demonstrated local field potentials in the
amygdala with evident temporal unfolding. A monophasic ERP
around motor execution for correct hits was delayed by �300 ms
for false alarms, even though the actual reaction times were almost
identical in these two conditions. Our findings not only confirmed
typical involvement of ACC in action monitoring and cognitive con-
trol (Ridderinkhof et al., 2004) but also suggested recruitment of
the dorsolateral prefrontal cortex and the primary motor cortex
in error detection mechanisms.

A striking result of our current study was activation of the pri-
mary motor cortex in nonmotor task conditions, both after erro-
neous and correct movement inhibition (Table 8 and Fig. 4). This
result extends the recent hypothesis of rostral premotor-
subcortical networks serving as a gateway between the cognitive
and motor networks (Hanakawa, 2011) suggesting that the pri-
mary motor cortex might be also involved in processes not directly
associated with motor action.
5. Conclusions

Although the present study was limited by non-systematic
examination of the brain due to strictly diagnostic purposes of
electrode implantation, the results clearly suggest that besides
the anterior cingulate cortex, also the mesiotemporal structures,
and lateral temporal and prefrontal cortices are activated following
correct responses. The spatiotemporal characteristics, task-variant
specificity, and sensitivity to errors demonstrated that the
observed post-movement activity might code various pieces of
information needed for cognitive control, movement- and perfor-
mance monitoring, and evaluation processes. It appears, however,
that a one-to-one matching of post-movement ERP type and type
of information is beyond the limitations of our study.
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A B S T R A C T

Comparison between the intended and performed motor action can be expected to occur in the final epoch of a
voluntary movement. In search for electrophysiological correlates of this mental process the purpose of the
current study was to identify intracerebral sites activated in final epoch of self-paced voluntary movement.
Intracerebral EEG was recorded from 235 brain regions of 42 epileptic patients who performed self-paced
voluntary movement task. Evoked potentials starting at 0 to 243 ms after the peak of averaged, rectified
electromyogram were identified in 21 regions of 13 subjects. The mean amplitude value of these late movement
potentials (LMP) was 56.4 ± 27.5 μV. LMPs were observed in remote regions of mesiotemporal structures,
cingulate, frontal, temporal, parietal, and occipital cortices. Closely before the LMP onset, a significant increase
of phase synchronization was observed in all EEG record pairs in 9 of 10 examined subjects; p < 0.001, Mann-
Whitney U test. In conclusion, mesiotemporal structures, cingulate, frontal, temporal, parietal, and occipital
cortices seem to represent integral functionally linked parts of network activated in final epoch of self-paced
voluntary movement. Activation of this large-scale neuronal network was suggested to reflect a comparison
process between the intended and actually performed motor action. Our results contribute to better under-
standing of neural mechanisms underlying goal-directed behavior crucial for creation of agentive experience.

1. Introduction

The current study was focused on investigation of the functional
neuronal network engaged in the final epoch of a voluntary movement.
It is generally accepted that the control of intentional motor action
involves brain operations that select, plan, and execute the movement.
The beginning of an action comprises motives for it, evaluation of
advantages and disadvantages, and creation of its internal representa-
tion, i.e. a series of operations which are mostly connected loosely with
the execution and may occur in a time preceding largely the action
itself. The execution comprises a sequence of specific motor operations,
which results in the formation of commands to muscles. The final
operation provides confirmation that there is a match between the
predicted and the actual state. The extent of brain areas engaged in this
complex function can be illustrated by measurements of regional
cerebral blood flow during the generation and execution of self-
initiated finger movements (Jahanshahi et al., 1995; Jenkins et al.,
2000). In these experiments, a significant increase of metabolic
demands suggesting an increased neuronal activity was observed in

fifteen distinct brain areas localized in both associative and primary
cortices and other brain structures. The increased activity was found in
the contralateral primary sensorimotor cortex, the thalamus and rostral
cingulate motor areas, the ipsilateral dorsolateral prefrontal cortex, the
supplementary motor area, the premotor cortex, the insula, and parietal
area 40 on both sides. The results obtained in other neuroimaging
studies were in general agreement with the idea that the control of a
voluntary movement results from the interactions of numerous brain
loci operating in a large-scale network (Ball et al., 1999; Deiber et al.,
1991, 1996, 1999; MacKinnon et al., 1996; Toro et al., 1994).

The electrophysiological manifestations of self-initiated movements
enabled investigation of temporospatial relations of components of
evoked potentials and allowed to propose their association with the
underlying brain operations. The majority of relevant studies used
scalp-recorded evoked responses (Libet et al., 1982; Kukleta et al.,
1996; Shibasaki and Hallett, 2006; Shibasaki, 2012); several studies
were done using evoked responses from intracerebral electrodes
(Paradiso et al., 2004; Rektor et al., 1994, 1998, 2001; Rektor, 2000,
2003). Research of scalp EEG responses brought results allowing to
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propose the sequence of neuronal activations in the period preceding
closely the movement onset. The available findings suggest that the
activation begins in the presupplementary motor area with no site
specificity and in the supplementary motor area proper according to the
somatotopic organization, and shortly thereafter in the lateral premotor
cortex bilaterally with relative clear somatotopy. The next step is the
activation in the contralateral primary motor cortex and lateral
premotor cortex with precise somatotopy. A recent finding from
intracerebral EEG recording suggested that the estimation of time
elapsed from the previous movement could play a role in the formation
of the initial part of the electrophysiological response and, conse-
quently, in the decision to start the next movement (Kukleta et al.,
2012, 2015). The specific baseline shifts supposedly associated with
this decision were found in the brain sites engaged, according to
neuroimaging studies, in volitional processes. The evaluation of phase
synchronization of neuronal activity in pairs of such sites revealed
transient increases associated with these shifts. This finding suggested a
temporarily restricted functional linkage of the sites in which the
baseline shifts were found.

The current study focuses on cortical potentials elicited in the final
epoch of a voluntary movement. The aim of the study was to analyze
their temporospatial characteristics and associations with closing
mental operations of self-initiated hand movements. The potentials
were at first analyzed from the point of view of their morphology. In the
case of hand movements, such approach applied in previous studies
identified several consequential peaks immediately following move-
ment onset (N+50, P+90, N+160, P+300) with characteristic scalp
distributions (Bötzel et al., 1997; Hallett, 1991; Kornhuber and Deecke,
1965; Kristeva-Feige et al., 1996; Shibasaki et al., 1980a, 1980b). The
component N+50 was demonstrated to be prominent over the frontal
region, the component P+90 was predominant over the parietal
region, being larger over the contralateral hemisphere. The component
N+160 was found to be localized in the contralateral parietal area,
thus forming a positive-negative complex with P+90 (Shibasaki and
Hallett, 2006). The onset of passive movement is also followed with
evoked potentials (Seiss et al., 2002). These electrophysiological brain
activations are largely dependent on muscle spindle input, co-vary with
the duration of the movement, and have their source in the precentral
cortex. The evident difference between the intended and the passive
movement potentials in their distribution and localization of generators
suggested their different functional connotation. There is a largely
accepted view postulating that an intended motor action proceeds from
an internal model of the action which anticipates and controls its
course. The last step in this control is believed to be the confirmation
that there is a match between the predicted and the actual state. The
leading hypothesis of the current study was that electrophysiological
correlates of the comparison of the internal model of the action with its
actual result can be detected in the final epoch of the self-initiated
movement task. To prevent any contamination by electrophysiological
manifestations of the preceding operations such as planning and
movement initiation we searched for brain sites which generated
exclusively late potentials, i.e. following the peak of electromyogram
(EMG) activity of investigated hand. We hoped that this feature would
enable us to bring some new information related to the organization of
the underlying functional network.

2. Methods and materials

2.1. Subjects

Intracerebral EEG records obtained from 13 epilepsy surgery
candidates (9 men, 4 women, aged 18–38 years) during repeated self-
paced hand movements were analyzed in the study. The patients were
selected from a data pool of 42 patients who were implanted uni-
laterally with chronic depth multilead electrodes for diagnostic reasons
(Hôpital Sainte-Anne, Service de Neurochirurgie; INSERM, U 97). List

of explored brain structures with number of regions investigated is
given in Table 1. The criterion for the selection of the patient into the
further analyzed dataset was the finding of at least one evoked EEG
response consisting of one and only waveform immediately following
the peak of averaged, rectified EMG. All the patients were informed that
the experiment had no relevance to their clinical examination, and all
agreed to participate. Clinical findings other than epilepsy were normal.
None of the patients had any major cognitive deficit. All of them were
under standard antiepileptic therapy which was determined by clinical
considerations. During the period of diagnostic examination by intra-
cerebral EEG recording, the doses of medicaments were reduced to
allow seizures to develop spontaneously or in response to a focal
repetitive electrical stimulation. A summary of the characteristics of the
patients participating in the study and of the evoked responses
investigated is given in Table 2.

2.2. Recording procedures

Microdeep (DIXI Besançon) intracerebral stainless steel or platinum
electrodes were orthogonally implanted according to the clinical and
EEG characteristics of the disease. In one patient, an additional
diagonal electrode was inserted into the mesial parietal cortex. Each
0.8 mm diameter electrode had a series of 2 mm long recording
contacts (5–15), with a distance of 1.5 mm between the contacts. The
positions of the electrodes were indicated in relation to the axes defined
by the Talairach system using the ‘x, y, z’ format where ‘x’ is lateral,
millimeters to midline, positive right hemisphere, ‘y’ is anteroposterior,
millimeters to the AC (anterior commissure) line, positive anterior, and
‘z’ is vertical, millimeters to the AC/PC (posterior commissure) line,
positive upward (Talairach et al., 1967). All electrode positions were
verified radiologically in anteroposterior and lateral views. Surface
electromyograms were recorded with a pair of cup electrodes placed on
the skin over the flexor digitorum communis. During the experiment,
the patients laid comfortably on the bed and watched a point on the

Table 1
Isolated late movement potentials found in anatomical structures explored.

Anatomical structure Number of
investigations

Number of
positive
findings

Percentage of
positive findings

Gyrus frontalis superior 1 1 100
Gyrus frontalis medius 18 4 22
Gyrus frontalis medialis 17 1 6
Gyrus frontalis inferior 32 1 3
Gyrus precentralis 14 2 14
Lobulus paracentralis 3 0 0
Gyrus cinguli anterior 24 2 8
Gyrus cinguli 23 0 0
Gyrus cinguli posterior 4 1 25
Gyrus parahippocampalis 15 1 7
Hippocampus 2 0 0
Amygdala 3 0 0
Gyrus postcentralis 8 2 25
Lobulus parietalis inferior 14 1 7
Gyrus supramarginalis 4 0 0
Precuneus 8 1 13
Gyrus temporalis superior 13 0 0
Gyrus temporalis medius 9 1 11
Gyrus temporalis inferior 4 0 0
Gyrus fusiformis 1 0 0
Gyrus occipitalis medius 1 0 0
Gyrus occipitalis inferior 1 0 0
Gyrus lingualis 6 1 17
Cuneus 4 2 50
Claustrum 1 0 0
Nucleus caudatus 2 0 0
Putamen 1 0 0
Thalamus 2 0 0
Total 235 21 9
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video screen positioned approximately 150 cm in front of their eyes.

2.3. Protocols

In the experimental session each patient was instructed to repeat-
edly clench a joystick at will (“self-pacing”) and was asked to maintain
intervals of at least 10 s between the successive movements, without
counting or otherwise estimating the time. The hand opposite to the
hemisphere explored was used. Approximately 35 movements were
performed in the session.

2.4. Data acquisition and processing

The intracerebral EEG activity was recorded and averaged using a
32-channel amplifier device (Nihon-Kohden, bandpass between 0.016
and 100 Hz) fed into a Cambridge electronic device (CED) 1401 + in-
terface with SIGNAL 2 software. Each data frame had a duration of 5 s
(4 s before movement onset and 1 s after it) and was digitized at a
frequency of 100 Hz. All the records were taken with binaural
reference. The data processing was performed offline using artifact-
free EEG records only (the selection was based on visual inspection of
the records by two experienced persons). Lesional and epileptic zone
sites were not included in the study. None of the explored sites showed
any epileptiform activity. It was possible, however, that some sites got
involved in a more widespread generalized episode out of the recording
period. All available trials were used for the averaging so that the
number of the trials averaged slightly varied across the patients
(minimal number was 28). The averaging was triggered by the EMG
onset. The records with the EEG-evoked responses starting at or after
the peak of averaged, rectified EMG were analyzed in the current study
(see Fig. 1); we use the designation late movement potentials (LMP) for
them. The selection of one record from usually quasi-identical re-
sponses obtained from the neighboring contacts of an electrode was

based on evaluation of the LMP amplitude selecting the one with the
highest value. In order to disclose a possible functional relationship
between the brain sites which yielded the LMPs, we arranged, where
possible, the records collected into pairs and, in each of them, we
assessed the level of phase synchronization of EEG oscillations. We used
the technique of running correlation in this assessment, consisting in
the successive computation of the correlation coefficient in a window
which moves by steps along the time axis (see Fig. 1, B). The
empirically chosen length of the sliding window was 400 msec, the
length of the steps was 20 msec (160 r-values in the early pre-move-
ment period from −4.0 to −0.8 s). The mean r-value in this pre-
movement period was then used as a baseline synchronization of the
record pair. The determination of LMP onsets in pairs was based on
visual assessment (consensus of two experienced persons was required).
The Boltzmann sigmoid function was used for the determination of
early baseline shifts in several cases in which the recording site
exhibited, besides the LMP, also a pre-movement evoked activity (see
Fig. 1, A). It was calculated in the pre-movement period from −4.0 to
−0.8 s using the procedure from the analysis menu of Signal 5
program. The arbitrary choice of the −0.8 s time point as the
proximate limit of the analyzed pre-movement period was determined
by the intention to exclude every possible contamination by processes
associated with the late Bereitschaftspotential component. Statistical
evaluation of the results was performed by the routines included in the
program package Statistica’99 (StatSoft Inc., Tulsa, U.S.A.).

3. Results

The total number of explored brain regions in 42 subjects was 235;
the intracranial record with one and only late movement potential was
observed sometimes repeatedly in different anatomical brain structures
(Table 1). In 13 subjects (i.e. 31% of subjects examined) we observed 21
records of one and only LMP (i.e. 9% of explored brain regions), which

Table 2
Characteristics of patients, recording sites, and evoked responses. The EMG-LMP latency difference was measured between the peak of the averaged, rectified EMG and the onset of the
LMP.

Patient (sex) Age Location of recording contact Talairach coordinates Type of the response LMP amplitude and polarity EMG – LMP difference

x y z

B (m) 34 R lobulus parietalis inferior (LPI) 47 −32 30 LMP 68.3 μV Negative 60 msec
R gyrus frontalis inferior (GFI) 57 23 14 LMP + late BP 24.5 μV Positive 0 msec

D (m) 18 L gyrus cinguli posterior (GCP) −14 −39 27 LMP 50.2 μV Negative 0 msec
L cuneus 1, area 30 (CU) −23 −70 10 LMP 105.9 μV Negative 0 msec
L cuneus 2, area18 (CU) −9 −78 29 LMP 102.8 μV Negative 0 msec
L precuneus (PRC) −20 −59 50 LMP + late BP 40.0 μV Negative 0 msec

La (f) 28 L gyrus frontalis inferior (GFI) −59 9 22 LMP 60.3 μV Negative 67 msec
L gyrus precentralis, area 4 (GPRC) −22 −23 55 LMP 87.5 μV Negative 23 msec
L gyrus postcentralis, area 3 (GPOC) −19 −30 53 LMP 77.1 μV Negative 50 msec
L gyrus supramarginalis (GSM) −48 −38 32 LMP + EBS 19.2 μV Negative 75 msec

Lb (m) 20 L gyrus frontalis medius 1 (GFMu) −30 9 49 LMP 17.6 μV Positive 106 msec
L gyrus frontalis medius 2 (GFMu) −37 13 41 LMP + EBS 55.4 μV Positive 100 msec

M (m) 38 R gyrus cinguli anterior, area 32 (GCA) 16 39 13 LMP 13.8 μV Positive 135 msec
R gyrus frontalis superior (GFS) 10 33 45 LMP 30.9 μV Positive 135 msec

N (f) 24 L precuneus (PRC) −8 −54 38 LMP 62.9 μV Negative 183 msec
L gyrus lingualis (GL) −14 −55 5 LMP 125.4 μV Positive 183 msec

O (m) 27 L gyrus parahippocampi (GH) −21 −5 −12 LMP 41.1 μV Negative 71 msec
L gyrus temporalis medius (GTM) −61 −5 −3 LMP + EBS 80.9 μV Positive 75 msec

Pa (m) 29 L gyrus frontalis medius 1 (GFMu) −30 −7 58 LMP 66.1 μV Negative 0 msec
L gyrus cinguli anterior, area 32 (GCA) −11 25 24 LMP 71.3 μV Positive 0 msec
L gyrus frontalis medius 2, (GFMu) −40 46 28 LMP 57.3 μV Positive 0 msec

Pb (m) 30 L gyrus postcentralis (GPOC) −50 −17 25 LMP 55.7 μV Negative 70 msec
Sa (f) 30 R gyrus precentralis, area 6 (GPRC) 58 −4 31 LMP 38.5 μV Negative 82 msec
Sb (f) 22 R gyrus frontalis medius (GFMu) 15 −13 58 LMP 40.6 μV Negative 112 msec

R gyrus precentralis, area 44 (GPRC) 58 8 11 LMP + EBS 59.9 μV Negative 137 msec
V (m) 35 R gyrus temporalis medius (GTM) 58 −70 13 LMP 57.9 μV Negative 0 msec

R lobulus parietalis inferior, area 40 (LPI) 55 −55 40 LMP + EBS 30.7 μV Negative 0 msec
W (m) 19 R gyrus frontalis medialis, area 6 (GFM) 8 −22 50 LMP 36.2 μV Negative 243 msec

Note: EBS – early baseline shift; late BP – late component of the Bereitschaftspotential; LMP – late movement potential; EMG – electromyogram; R – right; L – left; m – male; f – female.

M. Kukleta et al. International Journal of Psychophysiology 117 (2017) 119–125

121



together with 7 other cases with the additional early (5 cases) or late
pre-movement waveforms (2 cases), were analyzed in the study. Fig. 2
presents twelve records with the isolated LMP, which were selected to
illustrate their forms in the anterior, central, and posterior brain
regions. Table 2 summarizes data concerning location of brain sites
from which the LMPs were derived, the amplitude values of these
potentials, their polarity and temporal relation to the EMG record. The
solitary LMPs were recorded in the following anatomically delineated
brain structures: the left gyrus cinguli anterior, the right gyrus cinguli
anterior, the right gyrus frontalis superior, the right gyrus frontalis
medialis, the right and left gyrus frontalis medius, the left gyrus
frontalis inferior, the right gyrus precentralis, the left gyrus postcen-
tralis, the right lobulus parietalis inferior, the left gyrus cinguli poster-

ior, the left precuneus, the left cuneus, the left gyrus lingualis, the left
gyrus parahippocampalis, the right gyrus temporalis medius. The
polarity of LMP, assessed in all the records analyzed, was either
negative (19 cases) or positive (9 cases). In one and the same person
with more than one region generating LMP its polarity change was
either identical (in 6 subjects) or opposite (in 4 subjects). The mean
amplitude value of LMP was 56.4 ± 27.5 μV. Approximately one third
of these evoked potentials started at the peak of the averaged rectified
EMG, the other two thirds started later (23–243 msec after the EMG
peak).

Ten subjects who yielded more than one LMP allowed us to create
22 record pairs and to analyze temporospatial relations of these
potentials in individual brains. The mean distance between the loci,

Fig. 1. (A) Three variants of EEG records with late movement potential (LMP) analyzed – a record with one and only LMP of patient La from the gyrus postcentralis, a record with LMP
and the early baseline shift of patient V from the lobulus parietalis inferior, and a record with LMP and late BP of patient B from the gyrus frontalis inferior. Horizontal lines on the record
of patient V represent the Boltzmann sigmoid function. (B) A selected pair of records with one and only LMP of patient D from two sites of the cuneus. The third curve was created from
correlation coefficients calculated successively every 20 msec from upper records in time windows of 400 msec (the window presented yielded the r-value at −3.5 s). Horizontal lines on
the correlation curve represent 0.0 and 0.75 r-values. Vertical lines represent the peak of averaged, rectified EMG.

Fig. 2. Twelve selected EEG records with one and only late movement potential. The labels on each record designate the patient and anatomical structure from which the record was
derived (for abbreviations meaning see Table 2).Vertical lines represent the peak of averaged, rectified EMG.
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Table 3
Characteristics of record pairs – location of recording contacts from which the late movement potentials (LPMs) were obtained, distance between them, differences of LMP onsets, LMPs
polarity, and selected data from correlation curves. The value of indicator “Onset of high r-values” shows the interval on the correlation curve between the time point at which the r-value
becomes> 0.75 (−0.75) and the onset of the LMP.

Patient Pair no. Paired records from Contact distance Differences of LMP
onsets

Polarity of LMP in the
pair

Mean r-value (from −4.0 to
−0.8 s)

Onset of high r-values

Pairs with LMP and LMP
D 1 L GCP vs L CU 1 42 mm 0 msec Identical 0.05 ± 0.26 347 msec

2 L GCP vs L CU 2 40 mm 0 msec Identical 0.07 ± 0.31 319 msec
3 L CU 1 vs L CU 2 26 mm 0 msec Identical 0.51 ± 0.13 340 msec

La 4 L GPRC vs L GFI 54 mm 30 msec Identical 0.07 ± 0.17 280 msec
5 L GPOC vs L GFI 59 mm 0 msec Identical 0.07 ± 0.15 291 msec
6 L GPRC vs L GPOC 9 mm 20 msec Identical 0.20 ± 0.19 347 msec

M 7 R GCA vs R GFS 33 mm 50 msec Identical 0.32 ± 0.29 322 msec
N 8 L PRC vs L GL 35 mm 0 msec Opposite −0.07 ± 0.30 242 msec
Pa 9 L GCA vs L GFMu 1 56 mm 120 msec Opposite 0.54 ± 0.16 –

10 L GFMu 1 vs L GFMu
2

64 mm 120 msec Opposite 0.50 ± 0.16 –

11 L GCA vs L GFMu 2 34 mm 0 msec Identical 0.95 ± 0.05 –

Pairs with LMP and LMP + EBS
La 12 L GFI vs L GSM 48 mm 0 msec Identical 0.10 ± 0.24 252 msec

13 L GPRC vs L GSM 32 mm 50 msec Identical −0.22 ± 0.24 291 msec
14 L GPOC vs L GSM 25 mm 30 msec Identical 0.40 ± 0.23 291 msec

Lb 15 L GFMu 1 vs L GFMu
2

17 mm 0 msec Identical 0.33 ± 0.28 350 msec

O 16 L GH vs L GTM 44 mm 0 msec Opposite 0.25 ± 0.35 328 msec
Sb 17 R GFMu vs R GPRC 62 mm 0 msec Identical 0.52 ± 0.16 265 msec
V 18 R GTM vs R LPI 31 mm 0 msec Identical 0.01 ± 0.24 297 msec

Pairs with LMP and LMP + late BP
B 19 R LPI vs R GFI 48 mm 0 msec Opposite 0.05 ± 0.32 270 msec
D 20 L GCP vs L PRC 32 mm 0 msec Identical 0.53 ± 0.18 627 msec

21 L CU 1 vs L PRC 41 mm 90 msec Identical 0.22 ± 0.22 335 msec
22 L CU 2 vs L PRC 28 mm 36 msec Identical 0.19 ± 0.27 352 msec

Note: abbreviations are explained in Table 1.

Fig. 3. Eight selected pairs of records. Each segment consists of two EEG records and the correlation curve calculated from these records. The labels on each record pair designate the
patient and anatomical structures from which the records were derived (for abbreviations meaning see Table 2). Vertical lines represent the peak of averaged, rectified EMG. Horizontal
lines on the correlation curves represent 0.0 and 0.75 r-values (−0.75 in patients N and B).
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which generated LMP, was 39.6 ± 14.4 mm. The onset of LMP was
identical in 13 pairs and different in 9 pairs. There was no correlation
between inter-loci distances and onset differences (Spearman r 0.13;
p > 0.05). With the exception of data from subject Pa, the records
paired exhibited, closely before the LMP onset, a significant increase of
phase synchronization (see data presented in Table 3). The mean r-
value calculated from the correlation curves was 0.17 ± 0.23 in the
“baseline” period from 4.0 to 0.8 s prior to the movement and
0.84 ± 0.13 (−0.72 ± 0.04 in three negative correlations) in the
300 msec period preceding closely the LMP onset (difference significant
in all cases; p < 0.001, Mann-Whitney U test). Fig. 3 illustrates this
finding on eight selected record pairs.

4. Discussion

The results of the current study demonstrated that, during self-
paced movements, some brain loci generated an evoked potential
consisting of one and only waveform occurring in the final epoch of
the task. These loci were distributed across brain areas from prefrontal
to occipital poles of both hemispheres. The significant decrease of
electric signals with distance in brain tissue (inversely proportional to
the square of the distance separating the source from the recording
contact) and physical characteristics of the depth macroelectrodes used
enable us to suppose that the LMPs collected represent an integrated
activity of neurons spatially distributed within approximately a cen-
timeter radius (Lachaux et al., 2003; Menon et al., 1996). This estimate
allowed to consider the loci, from which the LMPs were obtained, as
nodes of a specific neuronal network engaged in the final periods of the
task with self-initiated hand movement. These loci represented 9% from
all the brain regions explored and made only minor portion of
investigations within a few sufficiently explored anatomical structures.
The fact that there were both positive and negative findings for the
same kind of exploration might be explained by rather restricted size
and/or low number of these loci within a given anatomical structure.
Thus, our results could be considered as a rather scarce incidence. On
the other hand, the spatial distribution of these loci was impressive –
they were found in frontal, parietal, temporal, and occipital lobes,
mostly in both mesial and lateral localizations. Their onset times
differed both inter- and intraindividually, which seems to point out a
heterogeneous character of the putative underlying processes. The
finding of LPM-locked increases of r-values on the correlation curves
in pairs pointed out another particular feature of this network, namely
its transitory character. The synchronization of neuronal activity in
remote brain loci, which was followed by a generation of quasi-
identical evoked potentials, reflected very probably a temporarily
restricted functional linkage of thus far independent loci. Alternative
interpretation of this synchronization could be the existence of a third
common driver that modulates both sites of an investigated pair.

Another question to be discussed is the polarity of the LMPs
recorded. In approximately two thirds of the cases the potential change
was electrically negative; in the remaining cases it was positive. In
general, the polarity of the potential changes in intracerebral recordings
depends on the structure and orientation of generators with regard to
the reference electrodes. At present, we have no detailed answer to the
question why the potential change recorded in comparable brain
structures against the same references was positive in some subjects
and negative in others.

Another result deserving interest is the finding of brain loci which
generated the LMPs together with pre-movement evoked components
(early baseline shifts in five cases, late Bereitschaftspotential in two
cases). The fact that one site generates one and only EEG component
and another site can generate two distinct components or even a
complete evoked response (Damborská et al., 2012; Kukleta et al.,
2012) suggests differences of integrative potency of sites forming the
large-scale functional network engaged in the motor task.

As far as the relation of intracerebral and scalp late movement

potentials is concerned, our data were not representative enough for
such analysis.

The key question of the study concerns the relation between the
LMPs and the cognitive operation occurring at the final period of the
motor task. The basic information about the organization of operations
in an intention–action functional coupling has emerged from psycho-
physiological experiments and from analyses of relevant neurological
and psychiatric case studies (the most important of them are presented
in the monograph of Jeannerod, 2009). According to their results, the
operations underlying an intentional action could be dissociated into
three relatively independent functional wholes. The first one is
responsible for the creation of internal representation of the future
action, the second one is responsible for its execution, and the third one
assures the comparison of the predicted and the actual result of the
action. The first whole is by definition a pre-movement event, therefore
can be associated with electrophysiological cortical activity preceding
the EMG activation onset. Similarly the second whole could be
associated with electrophysiological correlates elicited in the brain
during EMG activation. Although one could suppose the third whole to
be a pure post hoc event, i.e. occurring only after movement has been
finished, results of recent studies suggest otherwise. Movements unfold
through time, and it is thought that a comparison between the motor
intention and sensory feedback occurs continuously throughout the
duration of a movement (Shadmehr et al., 2010). In present study LMP
were identified as a result of search for electrophysiological correlates
of comparison between the intended and performed motor action. This
mental operation was namely in the logic of understanding the problem
expected to occur in the final epoch of a voluntary movement. In
attempt to interpret the functional significance of LMP one should,
however, take into consideration also other possible cognitive opera-
tion occurring in this period. First, performance monitoring related to
error detection could be considered. Nevertheless, contrary to our
recent studies on post-movement potentials (Damborská et al., 2016;
Kukleta et al., 2016) the simplicity of the task used in our current study
practically excluded the implication of error detection. Second, ex-
istence of late stimulus-related operations (Damborská et al., 2012)
could be considered, however, not in current self-initiated movement
task. Third, attentional processes could be taken into account (Posner
and Dehaene, 1994). Rektor et al. (1998) studied the potential
occurring during voluntary limb movement, i.e. the movement-accom-
panying slow potential (MASP). Although with no ambition to study
MASP in detail authors interpreted this evidently heterogenic phenom-
enon to be associated with “readiness to subsequent act” and “attention
to action”. In present study in order to more specifically address
involvement of brain structures in process of comparison between the
intended and performed action, we focused on sites generating one and
only evoked potentials beginning at or after the peak of EMG activation.
By using such temporal limitation, not only did we exclude every
possible contamination by preceding processes associated with the late
Bereitschaftspotential component, but we also eliminated contamina-
tion with electrophysiological correlates of through the whole task
sustained attention. Brain sites involved in attentional processes could
be rather supposed to be active for longer periods of a task (Damborská
et al., 2012) than just suddenly switch on in the final epoch of the task.
Fourth, various aspects of motor execution are supposed to occur
during movement. The location of LMPs not sooner than at the peak
of EMG activation and their persistence after cessation of EMG activity,
however, favors the view that it could reflect only such aspects of
executive functions that are associated with late processes, such as the
comparison procedure and not for instance with initiation of the
movement performance. Taken together the results of the current study
imply that the brain sites generating the LMP could be involved in the
late online movement and the post-movement comparisons of intended
and actually performed actions. This evidence contributes to better
understanding the physiology of movement in man which is a
prerequisite for studies on pathophysiology of various movement

M. Kukleta et al. International Journal of Psychophysiology 117 (2017) 119–125

124



disorders.
The findings of present study go even beyond the questions

concerning purely movement issues. The monitoring whether the
intended goal of a behavior was really reached is the basic prerequisite
of any successful interaction with the outer world. There is a well-
founded opinion that the evolution brought still another use of this
information. A series of experimental psychophysiological studies in
healthy human subjects and selected patients demonstrated the crucial
role of the accordance between an intention and its result for the
creation of agentive experience (Farrer et al., 2003, 2004; Fourneret
and Jeannerod, 1998; Fourneret et al., 2002; Franck et al., 2001;
Knoblich and Kircher, 2004; Nielsen et al., 1965; Slachevsky et al.,
2001; Ullsperger et al., 2014). The experience that we are in control of
our own actions is in turn one of the key components of human
consciousness. Seen from this point of view, the attempted description
of large-scale network generating the LMPs could be considered as a
step towards structural delineation of this significant component of
human consciousness.
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4. Event-related potentials as biomarkers of impaired brain 

Many neurological and psychiatric disorders are characterized by impairments in 

higher brain functions such as thinking, planning and deciding. Traumatic brain injury 

is regarded as an event involving an injury to the head due to trauma that produces a 

disruption of brain function and/or structure. If it is mild in severity, this type of trauma 

was previously thought to leave no long-term sequelae. Later on, however, 

electrophysiological studies provided evidence that a mild traumatic brain injury 

(mTBI) may lead to a wide variety of brain function alterations. João Gomes, who 

focused on this topic under my supervision within his Individual Project during his 

master’s studies, reviewed event-related potential (ERP) studies conducted on mTBI 

patients (Gomes & Damborská, 2017 – Annex 8). In this paper, ERP changes after mTBI 

were reviewed with the aim to critically evaluate this electrophysiological technique 

as a possible diagnostic tool for impairments following the mTBI. We concluded that 

findings are still not consistent, and electrophysiological measures most suitable as 

markers of dysfunction have not been clearly established yet. Nevertheless, the ERP 

methodology is worth investigating as a promising tool that might, in the future, help 

individuals suffering from mTBI in terms of an early detection of functional brain 

abnormities as well as in terms of a longitudinal measurement of a treatment 

response. 

 

Annex 8 
Gomes, J. & Damborská, A. (2017). Event-related potentials as biomarkers of mild 
traumatic brain injury. Activitas Nervosa Superior,59 (3-4), 87-90.  
Quantitative contribution: 50% 
Content contribution:  development of the initial idea, participation in writing the 
initial draft, corresponding author 
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Abstract Mild traumatic brain injury (mTBI) may lead to a
wide variety of brain function alterations and is nowadays one
of the least understood issues within neuroscience and sports
medicine communities. Investigation and characterization of
these functional abnormities are key to a better understanding
of such changes. In current paper, a review of event-related
potential (ERP) changes after mTBI is provided with the aim
to critically evaluate this electrophysiological technique as a
possible future diagnostic tool for impairments following the
mTBI.

Keywords Mild traumatic brain injury . Event-related
potential . Human

Introduction

Traumatic brain injury (TBI) is regarded as an event in-
volving an injury to the head due to a blunt or penetrating
trauma or from acceleration-deceleration forces that

produces an immediately apparent disruption of brain
function and/or structure. Much was said through recent
years that if it is mild in severity, this type of trauma does
not leave any long-term sequelae. With newer approaches
such as neuropsychological tests and electrophysiological
techniques, however, investigators have been finding
long-lasting brain function anomalies in asymptomatic in-
dividuals that sustained mild TBI in the course of their
lives (Slobounov et al. 2005, 2012; Nuwer et al. 2005;
Thompson et al. 2005; Tallus et al. 2013). This anomalies
are quite variable and non-specific, yielding cognitive im-
pairments affecting global functions such as information
processing, sleep, attention, and control and regulation of
activity processes (Williams et al. 2008; Ashman et al.
2004; Kumar et al. 2009; Pontifex et al. 2009; Duncan
et al. 2011). It then becomes imperative to regard mild
traumatic brain injury (mTBI) as a problematic issue that
should be fully understood and managed in the best way
to avoid neuropsychiatric disorders or premature mortali-
ty, even due to suicide.

One way to do that is to try to find biomarkers that signal
for brain function disruption, like scalp-recorded event-related
potentials (ERPs). An ERP waveform is defined by its posi-
tive or negative polarity, amplitude, latency, scalp distribution,
and relation to experimental variables. The amplitudes indi-
cate the extent of allocation of neural resources to specific
cognitive processes required to analyze, categorize, and rec-
ognize stimuli. The latencies reflect the speed of such men-
tal processes. Altered ERP patterns might therefore indi-
cate functional abnormities occurring after mTBI. Since
controversy still exists in this field, a comprehensive eval-
uation of ERP studies targeting changes after mTBI is war-
ranted. Current paper provides a review on available liter-
ature mainly targeting visual and auditory ERP changes
after mTBI.
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Visual ERPApproaches

Visual task ERP studies usually focus on investigating
selective deficits in complex visual information process-
ing. Throughout the years, investigators found mainly N2,
N350, and P3 amplitude decrements in mTBI patients
compared to that in control groups of individuals with
no history of head trauma. Broglio et al. (2009) studied
90 participants, 46 of which with previous mTBI, using a
three-stimulus oddball task. Their ERP study demonstrat-
ed significant decrements in the N2 and P3b amplitudes of
the stimulus-locked ERP in mTBI subjects. Gosselin et al.
(2011) compared 23 healthy individuals with 14 mTBI
patients using a working memory task and showed
decreased amplitude of N350 component. One year later,
Gosselin et al. (2012) using again a working memory task
demonstrated that the 44 patients within the mTBI group
had a lower percentage of correct answers comparing to
those within the control group on the behavioral perfor-
mance, as well as smaller amplitudes of both frontal N350
and parietal P300 ERP components. P3 amplitude was
also observed to be decreased in concussion victims
among contact sports athletes (Dupuis et al. 2000), with
no significant change in latency compared to healthy con-
trols. In other studies, furthermore, symptomatic mTBI
was found to be associated not only with amplitude re-
duction but also with delayed latency of cognitive ERPs
for texture and cognitive paradigms (Lachapelle et al.
2008; Di Russo and Spinelli 2010; Li et al. 2016).

On the other hand, Potter and collaborators (Potter
et al. 2002) reported more negative ERP deflections in
the mild head-injured group in both congruent and incon-
gruent conditions of Stroop task, consistent with the acti-
vation of the anterior cingulate gyrus. This finding is con-
sistent with conclusion of Larson and collaborators
(Larson et al. 2011) who suggested that mild TBI is asso-
ciated with altered conflict adaptation and adjustment pro-
cesses. Also, recent study of Mäki-Marttunen et al. (2015)
reported rather increase than reduction in ERP amplitude.
Authors studied emotional stimuli response in mTBI pa-
tients using a Go-NoGo task requiring cognitive control.
The study demonstrated greater threat-related enhance-
ment of the N2-P3 complex in mTBI group compared to
that in control individuals. Authors concluded that mTBI
might originate inefficient top-down control of bottom-up
influences of emotion and might contribute to affective
symptoms in mTBI.

It is evident that alterations on the ERP activity due to
mTBI are not constant among visual ERP studies.
Furthermore, Larson et al. (2012) recently showed no signif-
icant change in visual ERP amplitudes in mTBI patients and
also reported comparable performance to non-injured individ-
uals in some aspects of cognitive control.

Auditory ERPApproaches

Auditory task ERP studies focus on investigating selective
deficits in complex auditory information processing.
Differences disclosed in subjects with and without history of
TBI are mainly in P3 amplitude.

Comparing 24 mild head-injured and 24 healthy control
participants during a three-stimulus auditory target detection
task, a putative BO-wave^ or Breorienting negativity^ follow-
ing the P3a was reported to be more negative in the mild head-
injured group (Potter et al. 2001). During oddball vigilance
tasks, both easy and difficult ones, reduced P300 amplitudes
were observed with no alterations of N1, P2, or N2 compo-
nents in well-functioning university students who had experi-
enced mTBI in average 6.4 years prior to the testing
(Segalowitz et al. 2001). Thériault et al. (2009) demonstrated
that asymptomatic athletes with concussion less than two
years prior to the testing had reduced P3a and P3b
amplitudes. So despite functioning normally in their life
activities, they showed altered neuronal information
processing. De Beaumont et al. (2009) compared 19 healthy
former athletes, in late adulthood, who sustained their last
sport-related concussion in early adulthood, with 21 healthy
former athletes with no history of concussion, and also regis-
tered significantly delayed and decreased P3a/P3b compo-
nents. Authors suggested the ERP changes to be long lasting
since the P3 amplitude attenuation was observed more than
three decades post-injury in individuals who sustained more
than one concussion. These findings suggest slower allocation
of attentional resources for memory processing and reduced
frontal lobe function efficiency particularly affecting the abil-
ity to shift attentional resources to novel stimuli, yielding
chronic cognitive and motor system changes. These ERP find-
ings might point to sub-clinical alterations in cognitive-
attentional allocation processes that could interfere with voca-
tional outcome even years after injury. On the other hand, no
significant differences in N2 and P3 wave parameters were
observed in a standard auditory oddball task (Sivák et al.
2008). Authors interpreted their findings as such that ERPs
are not sensitive enough to detect and/or quantify subtle ob-
jective neuropsychological changes in selectedmTBI patients.

Summarizing, auditory ERP investigations show, similarly
to the visual approaches, different P3 wave abnormities in
mTBI patients, mainly in terms of amplitude reduction and
also in latency increase. Anomalies in cognitive-attentional
allocation processes are suggested in individuals with mTBI.

Discussion

Mainly, visual and auditory approaches have been used to try
to prove pathognomonic changes linked to mTBI. Regarding
visual approaches, the literature points to a decrease in P3
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amplitude after mTBI, which can be found even years post-
injury. N2 amplitude changes were also demonstrated.
Concerning latency, some studies found it was delayed, but
this was not a constant feature. Analyzing the auditory ERP
changes reduced P300 amplitudes, both P3a and P3b subcom-
ponents have been reported by several authors. Here again,
latency alterations are not constant. Putting visual and audito-
ry approaches together, both show mainly changes in the
P300, pointing to different cognitive-attentional allocation
processes in mTBI individuals, even asymptomatic ones.
However, these ERP differences are not present in all the
studies, making it a non-constant alteration in such individ-
uals. The reason why the ERP investigation does not bring
any consensus in mTBI research may arise from infinite pos-
sibilities of sequelae from different brain traumas and a wide
variability in age, background, and medications within studied
groups of individuals.

The usage of ERP analyses in mTBI patients has the ad-
vantage of being regarded as an Bendogenous^ approach, as
ERPs are heavily influenced by higher level cognitive pro-
cesses and not so much by physical characteristics of the stim-
ulus. ERP analyses detect changes in cortical functions that
normal hospital imaging methods do not encounter, as those
are more structural than functional. Last but not least, advan-
tage of ERP approach is its non-invasiveness with low-stress
diagnostic burden towards patients. On the other hand, ERP
testing requires time, highly competent personnel, and ma-
chinery, making it not an everyday hospital used methodolo-
gy. And most importantly, despite ERP differences have been
showed between healthy controls and mTBI patients, no solid
and indisputable findings point to a faithful ERP usage when it
comes to diagnosis of sequelae from head trauma. Besides
mTBI, similar ERP changes might be actually encountered
also in major depressive disorder, bipolar disorder, schizo-
phrenia, or dementia indicating low specificity of the tech-
nique (Rapp et al. 2015).

In order to get a technique with which medical profes-
sionals can undoubtedly make a diagnosis of post-mTBI brain
damage and plan for a proper follow-up, further investigations
with similar criteria and approaches are needed. We propose
for example to study groups of individuals with specific head
injuries regarding location, frequency, and intensity of the
trauma, as different injury events tend to lead to very different
pathophysiological processes. Moreover, investigations
should target individuals with different age intervals. For ex-
ample, mTBI patients who sustained head trauma in similar
years of their life might be studied in their 40s, 50s, or 60s to
find out a possible delay in ERP abnormity occurence. The
most valuable approach would be to investigate healthy indi-
viduals and then, if they sustain a mTBI, to compare their
before and after trauma ERPs. This might be a non-
profitable approach but perhaps the most valuable one.
Other possible important aspects are genetics and

environment. One should aim to study individuals with differ-
ent cultural and geographic backgrounds, as these differences
might as well hypothetically bring different neuropsycholog-
ical brain adaptations to injury. Several recommendations for
research on electrophysiological methods as mTBI diagnostic
tools have been recently introduced by Rapp et al. (2015).
Authors argued that reliability in a healthy population should
be established and test-retest reliability studies should be con-
ducted for each candidate electrophysiological measure.
Furthermore, studies should compare well-characterized TBI
patients with well-matched healthy controls to test for the
clinical validity of each measure. Lastly, investigators should
aim to expand the mathematical algorithms to try to find some
novel ERP techniques that eventually would show
pathognomic changes.

Conclusion

It is now known that mild traumatic head injuries might lead to
long-term higher level cognitive sequelae. These can have an
important impact on individuals’ professional and social rela-
tions. Promising biomarkers that might help to detect such
changes are changes in parameters of ERPs. In current paper,
we reviewed studies that point to real ERP differences be-
tween mTBI patients and healthy controls. Although findings
in the literature are not consistent and electrophysiological
measures most suitable as markers of dysfunction have not
been clearly established yet, the ERP approach represents a
promising diagnostic tool for mTBI functional impairments. If
here suggested additional studies are conducted, the ERP
methodology might in future help individuals suffering from
mTBI in terms of early detection of functional brain
abnormities as well as in terms of longitudinal measurement
of treatment response.
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5. Resting-state brain electrophysiological activity 

When people are awake and aware but not pursuing any particular goal, thought, 

or task, high levels of activity in many brain regions are observed. It means that at rest 

these regions are not only active but they are more active at rest than when a subject 

is carrying a specific cognitive task. These regions include the posterior cingulate 

cortex, the ventral anterior cingulate cortex, the medial prefrontal cortex, and the 

cortex at the junction of the temporal and parietal lobes. It has been shown that 

cognitive tasks induce an activation increase in other brain regions and this finding led 

to the proposal that the regions activated more at rest constitute a functionally linked 

network (Fox et al., 2005). Neuroscientists call this network, supporting a default mode 

of brain function, the default mode or resting-state network.  

The puzzling question of neuroscience is the purpose of the resting-state brain 

activity. Why should some regions be highly active when the brain is doing nothing 

special? Is this activity related to mental “idling” or mental operations related to an 

inwardly focused attention contrary to an externally focused attention oriented to 

events in the surrounding environment? Although it is not clear yet what this network 

actually does, it was also observed in monkeys; thus, it probably carries some 

phylogenetically basic and likely important function whose impairment presumably 

might manifest in mental disorders. Neuroimaging studies have brought evidence 

about abnormal functioning of the resting-state network in several neurological and 

psychiatric disorders, e.g., less active in autism and more so in schizophrenia. 

Studies included in this chapter of the habilitation thesis focused on the functional 

organization of resting-state networks of the human brain. Together with my 

colleagues, I studied subcortico-cortical interactions, large-scale brain network 

dynamics, and directed functional brain connectivity during resting state. All these 

studies were conducted in collaboration between the Masaryk University and 

University of Geneva. Patients were recruited at the 1st Department of Neurology at 

St. Anne’s University Hospital in Brno, Department of Psychiatry at University Hospital 

Brno, and Department of Psychiatry at Geneva University Hospital. 
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Results of our simultaneous intracerebral and scalp EEG study on subcortico-cortical 

interactions (Damborská et al., 2021, – Annex 9, Chapter 5.1) represent the first report 

on functional linkage in the cross-frequency domain between the resting-state 

electrophysiological activity of the subthalamic nucleus and cortex in human. Our next 

three high-density scalp EEG studies contributed to the understanding of resting-state 

large-scale brain networks in affective disorders. We demonstrated interindividual 

differences in large-scale brain network dynamics related to depressive 

symptomatology (Damborská et al., 2019 b – Annex 10, Chapter 5.2) and brought the 

first evidence for disruption of resting-state brain network dynamics in euthymic 

patients with bipolar disorder (Damborská et al., 2019 c – Annex 11, Chapter 5.2). In 

the directed functional connectivity study (Damborská et al., 2020 – Annex 12, Chapter 

5.2), we focused on cortico-striatal-pallidal-thalamic circuits during resting state in 

patients with depression. We showed a higher-than-normal functional connectivity 

arising from the right amygdala in depressive patients supporting the view that the 

amygdala plays an important role in the neurobiology of depression. 

 

5.1 Resting-state subcortico-cortical interactions in human brain 

The subthalamic nucleus (STN) is known to have a central position in basal ganglia-

thalamo-cortical circuits and to be involved in motor-related neuropathologies such as  

Parkinson’s disease (PD) (Bočková and Rektor 2019). Excessive synchronization of β 

(15–35 Hz) activity at multiple nodes throughout the basal ganglia-thalamo-cortical 

motor network is the most commonly reported electrophysiological abnormality of PD 

patients (Sharott et al., 2014). Nevertheless, several other studies have shown that 

abnormalities in multiple frequencies are associated with PD (for review see Bočková 

and Rektor 2019).  

Interestingly, involvement of multiple frequencies was also reported during 

dopaminergic medication of PD patients. Modulations induced by dopaminergic 

medication have been observed within the subcortico-cortical networks in the θ/α 

range (Oswal et al., 2013), as well as in the β/γ frequency bands (Litvak et al., 2011). 

Bidirectional basal ganglia – cortex communication was reported to be differentially 

patterned across frequency bands and change with movement and dopaminergic input 
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(Lalo et al., 2008). Such subcortico-cortical coupling patterns observed under on-

medication conditions make it possible to speculate whether this communication at 

different frequency bands is physiological or related to the pathophysiology of PD. The 

results of both nonhuman and human studies suggest that the coherence between the 

STN and scalp-recorded EEG activity in the sub-β and β bands might represent a 

pathological exaggeration of physiological activity (for review, see Brown and Williams 

2005; Engel and Fries 2010). 

It has been suggested that slow oscillations in the STN reflect top-down inputs from 

the medial prefrontal cortex, thus implementing behaviour control. It was unclear, 

however, whether the STN oscillations are related to cortical activity in a bottom-up 

manner. In our study (Damborská et al., 2021 – Annex 9), we brought the first evidence 

for coupling between the δ/θ phase of the STN and the amplitude of higher frequency 

bins of the scalp-recorded electrophysiological human brain activity. This result 

suggests the existence of a cross-frequency hierarchical functional linkage within the 

STN-cortical networks during resting conditions in human. On theoretical grounds, the 

coupling between the STN phase and cortical amplitude of neuronal activity represents 

a serious candidate for physiological functional interactions between these brain 

structures during resting conditions. The neuronal oscillations in the neocortex tend to 

couple hierarchically, with the phase of lower-frequency oscillations modulating the 

higher frequency amplitudes (Canolty et al., 2006). The lower-frequency phase 

determines momentary power in higher frequency activity. The coupling observed 

between the STN phase activity and the amplitude of the scalp-recorded activity could 

thus be considered as a manifestation of fluctuation of excitability in local neuronal 

assemblies in the cortex with rhythmic activity in the STN. This interpretation is in 

agreement with previously reported evidence of driving from the STN to the cortex 

under resting conditions (Williams 2002). Our results suggest that besides being 

involved in top-down processes, STN plays a role in bottom-up, i.e., from the STN to 

cortex, communication within the subcortico-cortical circuitries of the human brain 

during the resting state. 

Annex 9 
Damborská, A., Lamoš, M., Baláž, M., Deutschová, B., Brunet, D., Vulliemoz, S., 
Bočková, M., & Rektor, I. (2021) Resting-State Phase-Amplitude Coupling Between the 
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Human Subthalamic Nucleus and Cortical Activity: A Simultaneous Intracranial and 
Scalp EEG Study, Brain Topography, 34(3), 272-282. 
IF(2021) = 4.275, rank Q2  
Quantitative contribution: 70% 
Content contribution: designing the study, participation in data acquisition, pre-
processing, table and figure preparation, writing the initial draft, corresponding author 
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Abstract
It has been suggested that slow oscillations in the subthalamic nucleus (STN) reflect top-down inputs from the medial pre-
frontal cortex, thus implementing behavior control. It is unclear, however, whether the STN oscillations are related to corti-
cal activity in a bottom-up manner. To assess resting-state subcortico-cortical interactions, we recorded simultaneous scalp 
electroencephalographic activity and local field potentials in the STN (LFP-STN) in 11 patients with Parkinson’s disease 
implanted with deep brain stimulation electrodes in the on-medication state during rest. We assessed the cross-structural 
phase-amplitude coupling (PAC) between the STN and cortical activity within a wide frequency range of 1 to 100 Hz. The 
PAC was dominant between the δ/θ STN phase and β/γ cortical amplitude in most investigated scalp regions and between the 
δ cortical phase and θ/α STN amplitude in the frontal and temporal regions. The cross-frequency linkage between the slow 
oscillations of the LFP-STN activity and the amplitude of the scalp-recorded cortical activity at rest was demonstrated, and 
similar involvement of the left and right STNs in the coupling was observed. Our results suggest that the STN plays a role 
in both bottom-up and top-down processes within the subcortico-cortical circuitries of the human brain during the resting 
state. A relative left–right symmetry in the STN-cortex functional linkage was suggested. Practical treatment studies would 
be necessary to assess whether unilateral stimulation of the STN might be sufficient for treatment of Parkinson’s disease.

Keywords  Subthalamic nucleus · Subcortico-cortical interactions · Phase-amplitude coupling · Cross-structural coupling · 
Simultaneous intracranial and scalp EEG

Introduction

The subthalamic nucleus (STN) is known to have a cen-
tral position in basal ganglia-thalamo-cortical circuits and 
to be involved in motor-related neuropathologies such as 
Parkinson’s disease (Bočková and Rektor 2019). Excessive 
synchronization of β (15–35 Hz) activity at multiple nodes 
throughout the basal ganglia-thalamo-cortical motor net-
work is the most commonly reported electrophysiological 
abnormality of Parkinson’s disease (PD) patients (Sharott 
et al. 2014; Hammond et al. 2007; Oswal et al. 2013a; Chen 
et al. 2010; Stein and Bar-Gad 2013).

Several studies have shown that β is not the only fre-
quency band that is associated with PD, suggesting that 
an integral view on electrophysiological brain activities 
throughout the entire frequency spectrum could help bet-
ter understand parkinsonian pathophysiology (for review 
see Bočková and Rektor 2019). Lower (3–7 Hz) and higher 
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(8–20) frequency oscillations were observed in the STN 
during resting conditions in PD patients in the off-medica-
tion state, and the existence of two different specific local 
functional organizations of oscillating neuronal popula-
tions in the STN was suggested (Moran et al. 2008). Several 
functional sub-loops were identified in PD patients in the 
off-medication state between the STN and cortical motor 
regions, defined in terms of coherence and distinguished by 
their frequency, cortical topography, and temporal relation-
ships (Fogelson et al. 2006). Increased resting-state cortico-
cortical functional connectivity in the α range (8–10 Hz) 
was suggested as a feature of PD from the earliest clini-
cal stages onward (Stoffers et al. 2008). An increase in θ 
(4–8 Hz) and low α (8–10 Hz) power, as well as a decrease 
of β (13–30 Hz) and γ (30–48 Hz) power in resting-state 
oscillatory brain activity has been reported in de novo PD 
patients compared to healthy controls (Stoffers et al. 2007). 
Coupling between the β-phase (13–30 Hz) and γ-amplitude 
(50–200 Hz) in the primary motor cortex was reported to 
be exaggerated in PD patients compared with patients with 
craniocervical dystonia and subjects without any movement 
disorder (De Hemptinne et al. 2013).

Another important aspect of functional organization 
within the subcortico-cortical circuits is the involvement of 
multiple frequencies during the on-medication state of PD. 
Modulations induced by dopaminergic medication have been 
observed within the subcortico-cortical networks in the θ/α 
range (Alonso-Frech et al. 2006; Oswal et al. 2013b), as well 
as in the β/γ frequency bands (Marsden et al. 2001; Wil-
liams 2002; Lalo et al. 2008; Brown et al. 2001; Litvak et al. 
2011). A bidirectional cortico-basal ganglia communication 
was reported that is differentially patterned across frequency 
bands and changes with movement and dopaminergic input 
(Lalo et al. 2008). Such cortico-subcortical coupling patterns 
observed under on-medication conditions make it possible to 
speculate whether this communication at different frequency 
bands is physiological or related to the pathophysiology of 
PD. The results of both nonhuman and human studies sug-
gest that the coherence between the STN and electroenceph-
alographic (EEG) scalp-recorded activity in the sub-β and 
β bands might represent a pathological exaggeration of a 
physiological activity (for review, see Hammond et al. 2007; 
Brown and Williams 2005; Engel and Fries 2010).

The communication-through-coherence hypothesis was 
formulated more than 10 years ago suggesting that com-
munication between two neuronal groups depends on coher-
ence within specific frequency bands (Fries 2005). Later, 
the authors of the gating-by-inhibition hypothesis pro-
posed that the routing of information flow between brain 
regions is established by actively inhibiting the pathway not 
required for the task (Jensen and Mazaheri 2010). These 
two hypotheses were recently unified via a cross-frequency 
coupling phenomenon (Bonnefond et al. 2017). It suggests 

that communication between two regions is established by 
the phase synchronization of oscillations at lower frequen-
cies (< 25 Hz), which serve as a temporal reference frame 
for information carried by high-frequency (> 40 Hz) activ-
ity. Specifically, high-frequency oscillations are expected to 
be nested within low-frequency oscillations, i.e. they would 
occur only during the excitability phase of the lower-fre-
quency oscillations. Testing the proposed communication-
by-nested-oscillation framework requires simultaneous 
recordings from different brain regions. The first support for 
this framework was provided by Saalmann et al. (2012), with 
intracranial recordings on nonhuman primates. The authors 
suggested that the pulvinar, a thalamic nucleus, regulates 
α synchrony between cortical areas according to attention 
allocation. Moreover, they observed the pulvinar-controlled 
cortical α activity modulating the cortical γ activity through 
cross-frequency coupling. Studies involving cross-frequency 
linkage within a given brain area have suggested a physi-
ological role of these interactions in facilitating the transient 
coordination of cortical areas (Canolty et al. 2006; Lakatos 
et al. 2008; Lisman and Jensen 2013; Voytek et al. 2010). 
Nevertheless, the cross-frequency interactions between dif-
ferent brain regions are not yet fully understood in humans.

It has been suggested that slow oscillations in the sub-
thalamic nucleus (STN) reflect top-down inputs from the 
medial prefrontal cortex, thus implementing behavior 
control (Cavanagh et al. 2011; Zavala et al. 2014; Kel-
ley et al. 2018). It is unclear, however, whether the STN 
oscillations are related to cortical activity in a bottom-up 
manner. One of the best studied forms of cross-frequency 
coupling is phase-amplitude coupling (PAC), in which the 
amplitude of a higher frequency oscillation is coupled 
to the phase of a lower frequency oscillation (Canolty 
et al. 2006). To address both top-down and bottom-up 
human brain processes in the absence of overt stimuli 
and, particularly, to examine whether specific cross-fre-
quency and cross-structural PAC patterns occur in the 
subcortico-cortical circuits, we investigated both “STN 
phase—cortical amplitude” and “cortical phase—STN 
amplitude” couplings of the resting-state electrophysi-
ological activity. Specifically, we recorded local field 
potential (LFP) from bilateral STNs in combination with 
a simultaneous scalp EEG in PD patients. This enabled 
us to assess the spatial characteristics of coordinated 
cross-structural STN-cortical activity. Bearing in mind a 
possible role of multiple frequency band oscillations in 
communications between the STN and cortical neuronal 
groups (Hammond et al. 2007; Bočková and Rektor 2019; 
Brown and Williams 2005; Cavanagh et al. 2011), we 
analyzed interactions in electrophysiological activities in 
a wide frequency range of 1 to 100 Hz.

Focusing on the physiological rather than pathologi-
cal cross-frequency cross-structural interactions in the 
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subcortico-cortical circuits, we examined the electro-
physiological activity of PD patients under their usual 
anti-parkinsonian medication, where a reduced impair-
ment compared to an off-medication state or to untreated 
patients could be expected. Nevertheless, suppressing 
PD symptoms with medication does not necessarily 
mean the brain networks are normal and their activity 
physiological.

Bilateral deep brain stimulation of subthalamic nucleus 
(STN-DBS) improves motor symptoms of PD. Interest-
ingly, it has been shown that similar improvements can 
be achieved with unilateral STN-DBS in some patients 
(Germano et al. 2004; Slowinski et al. 2007); it has been 
suggested that these patients presenting such a “dominant 
STN” might not need bilateral STN-DBS surgery (Cas-
trioto et al. 2011). Since the neural substrate of functional 
asymmetry of the STN is largely unknown, the analysis 
of cross-frequency interactions of the left and right STN 
with the scalp-recorded activity could yield great insight 
into the dynamics of the subcortico-cortical circuitry. 
To assess a possible functional asymmetry in the STN-
cortical interactions, we compared the PACs for the left 
versus right STN.

Methods

Subjects

Eleven right-handed PD patients enrolled in an STN-DBS 
program participated in the study. All the participants were 
recruited at the First Department of Neurology, St. Anne’s 
University Hospital, Masaryk University in Brno. They were 
implanted with STN-DBS four-contact electrodes bilaterally. 

Stereotactic coordinates, direct visualization of the lead 
location on postoperative MRI scan, and the antiparkinso-
nian effects of high-frequency stimulation confirmed the 
lead placement within the desired target region. Intervals of 
4 to 5 days between the implantation and final internalization 
of DBS electrodes served for clinical assessment and testing 
of DBS efficacy. We used this period for simultaneous scalp 
and intracranial EEG recording. Patients were recorded on 
their usual anti-parkinsonian medication. The patient char-
acteristics are given in Table 1.

Procedure

Subjects were lying in a light and sound attenuated room. 
They were instructed to move as little as possible and to 
refrain from extensive eye movements. One session of 
10 min in the off-stimulation and on-medication state in 
resting conditions was recorded with eyes open.

Recording

Recording sessions were conducted 2 to 3 days after the 
surgery, after ensuring that the patients’ general state was 
satisfactory and they could collaborate appropriately. The 
electrophysiological activity was recorded simultaneously 
intracranially and from the scalp using the BrainScope EEG 
system. The LFP data were obtained from four-contact DBS 
electrodes implanted bilaterally into the STN. The EEG data 
were collected in each patient using up to 62 Ag–AgCl elec-
trodes (see Table 1) placed on the scalp according the Inter-
national 10/10 System. The central scalp region was covered 
by postoperative bandages and thus not explored. The size 
and shape of this unexplored scalp region slightly differed 
amongst patients. All intracranial and scalp recordings were 

Table 1   Patient characteristics

L-dopa levodopa, Ent entacapone, Rop ropinirole, Pra pramipexole, Rot rotigotine, Ama amantadine, Rec. (Int.) number of recording (interpo-
lated) scalp electrodes, H–R hypokinesia and rigidity, T tremor

Subject no. Age (years) Sex Duration of PD 
(years)

Medication First manifestation Rec. (Int.) Length of 
data (s)

1 59 F 8 L-dopa Right H–R 51 (11) 173
2 49 M 14 L-dopa Right H–R, left T 57 (3) 300
3 56 F 7 L-dopa, Ent, Pra Left T 58 (2) 300
4 51 M 9 L-dopa, Ent, Pra Right T 60 (0) 300
5 63 F 12 L-dopa, Ent, Rop, Ama Left H–R 52 (10) 260
6 63 M 16 L-dopa, Ent, Pra Left T 53 (2) 240
7 60 M 6 L-dopa, Ent, Rop Left H–R 47 (10) 280
8 70 M 8 L-dopa Right H–R, right T 60 (0) 300
9 63 M 9 L-dopa, Rop Right T 61 (5) 260
10 61 M 9 L-dopa, Ent, Rot left T 62 (1) 258
11 54 M 6 L-dopa, Pra Right H–R, right T 60 (4) 200
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monopolar on-line referred to an average reference of all 
scalp electrodes, except for the most peripheral ones with 
a higher risk of possible muscle artifacts (F9, F10, FT9, 
FT10, T9, T10, TP9, TP10, P9, P10, Nz, Iz). Eye movements 
were recorded with electrodes placed above the right and 
below the left lateral canthi. The sampling rate was 5 kHz. 
Recordings were visually inspected and 3 to 5 min artifact-
free simultaneous intracranial and scalp recordings in each 
subject were selected for further analysis.

Data Pre‑processing

Intracranial data were band-pass filtered from 0.1 to 100 Hz 
with two Butterworth filters (one high-pass and one low-
pass) of second-order, 12 dB/octave roll-off, and forward 
and backward passes for both of them. Data were then 
down-sampled to 250 Hz with a cascaded integrator comb 
method. Three bipolar montages from two neighboring 
contacts of the four-contact DBS electrode were calculated 
for each STN. The recording from one bipolar lead clos-
est to each STN based on MRI scans and clinical outcome 
was selected and used for further analysis. Recordings from 
scalp EEG data were band-pass filtered from 0.1 to 100 Hz 
with the same second-order Butterworth filters, plus a notch 
filter at 50 Hz to remove power-line artifacts. Subsequently, 
in order to remove ballistocardiogram and oculomotor arti-
facts, the infomax-based Independent Component Analysis 
(Jung et al. 2000) was applied on all but one or two channels 
rejected due to abundant artifacts. Two to four independent 
components were removed in each patient. Only artifacts 
related to ballistocardiogram, saccadic eye movements, and 
eye blinking were removed, based on the waveform, topog-
raphy, and time course of the component. Subsequently the 
data were back-reconstructed without these components and 
further analyzed. Every scalp electrode with a recording 
available in at least eight subjects was included into further 
analysis. Previously identified noisy channels and record-
ings from the electrodes that were missing at most in three 
subjects were interpolated using a 3-D spherical spline (Per-
rin et al. 1989). Thus, for each subject, a set of the same 53 
channels was obtained that covered all scalp regions except 
for the central area (see Supplementary Fig. S1 online). The 
number of channels interpolated in each subject is given in 
Table 1. The scalp data were then down-sampled to 250 Hz 
with the same cascaded integrator comb method.

Phase‑Amplitude Coupling Analysis

The PAC was calculated using the envelope-to-signal 
correlation technique (Bruns and Eckhorn 2004), which 
calculates a correlation between the amplitude envelope 
of the filtered high frequency signal and the filtered low 

frequency signal. Filtering was achieved via a convolu-
tion with complex Morlet’s wavelets w (t, f0) that have a 
Gaussian shape both in the time domain (SD σt) and in the 
frequency domain (SD σf) around its central frequency f0 
(Kronland-Martinet et al. 1987). The wavelet family we 
used was defined by (f0/σf) = 7, with wavelet duration 2σt 
of about two periods of oscillatory activity at f0. Parameter 
settings, pipeline for PAC calculation, and evaluation of 
PAC significance were adopted from the recommended 
settings of the PAC toolbox (Onslow et al. 2011). To con-
duct a significance evaluation of the PAC values found, 
we shuffled the high frequency amplitude envelope sig-
nal. This procedure retained the mean, variance and power 
spectrum of the original signal but removed the temporal 
relationship between amplitude values. A set of fifty shuf-
fled signals was created and compared to the original low 
frequency signal in order to generate a distribution of PAC 
values. PAC values lying in the top 5% of this distribution 
were deemed significant. After that, resulting correlations 
were corrected for multiple comparisons by controlling the 
false discovery rate and PAC grams were constructed, in 
which only significant relationships were presented.

The PAC computation was performed between one bipo-
lar intracranial contact and 53 scalp channels from 1 to 
100 Hz by steps of 1 Hz in a time window of 1 to 5 min of 
the artifact-free EEG, depending on the subject. Resulting 
PAC-grams were then pooled in spectral and spatial modes. 
Six frequency bins are presented: δ [1–4] Hz, θ [5–8] Hz, α 
[9–12] Hz, β [13–25] Hz, γ1 [26–45] Hz, γ2 [46–100] Hz). 
Concerning the spatial mode, the resulting PAC-grams based 
on 53 scalp channels were pooled into 13 regional diagrams.

A paired t test was used to assess the differences in the 
PAC between the left and right STNs. The significance level 
was set to 5%. The false discovery rate correction adjust-
ing p-values to q-values was performed to correct for mul-
tiple testing, in which we controlled both the PAC-grams 
(N = 6*6) and the number of regions (N = 13). The procedure 
was implemented using CARTOOL software by Denis Bru-
net (https​://sites​.googl​e.com/site/fbmla​b/home), in-house 
MATLAB solution, and MATLAB toolbox for PAC esti-
mation (Onslow et al. 2011).

Results

The PAC was identified in all subjects between the STN 
and cortical activity in both directions (see Figs. 1 and 
2). Particularly, significant cross-structural correlations 
were detected between the phase of the LFP in the STN 
and the scalp-recorded cortical amplitude of the EEG 
(Fig. 3). On the other hand, significant cross-structural 
correlations between the signals were also detected in the 
opposite direction, i.e. between the cortical phase and STN 

https://sites.google.com/site/fbmlab/home
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amplitude. Both positive and negative correlations were 
detected among the δ [1–4 Hz], θ [5–8 Hz], α [9–12 Hz], 
β [13–25 Hz], γ1 [26–45 Hz], and γ2 [46–100 Hz] fre-
quency bands. Distinct group-level patterns of cross-
structural PACs were observed with the highest signifi-
cant correlations exceeding an absolute R-value of 2 * 
10−3 (Figs. 1 and 2). The highest significant positive cor-
relations occurred for both STNs between the δ/θ STN 
phase and β/γ cortical amplitude and they were detected 
mainly in the frontal, parietal and occipital scalp regions. 
Additionally, the highest significant negative correlations 
occurred for both STNs between the δ STN phase and 
θ/α cortical amplitude and they were detected dominantly 
in the frontal region (Fig.  1). Concerning the cortical 
phase—STN amplitude coupling, the highest significant 
positive correlations occurred only in the frontal and tem-
poral regions between the δ cortical phase and θ/α STN 
amplitude mainly for the right STN; the highest significant 
negative correlations were detected solely in the parietal 
region between the δ/θ cortical phase and α/β/γ1 STN 
amplitude for the right STN (Fig. 2).

Within the frequency bands, where significant PAC cor-
relations were identified, the results of the paired t-test 
on the group level across all subjects did not show any 
significant differences between the left and right STNs, 
neither in the STN phase—cortical amplitude nor in the 
cortical phase—STN amplitude couplings.

Discussion

The evidence of coupling between the δ/θ phase of the 
STN and the amplitude of higher frequency bins of the 
scalp-recorded electrophysiological brain activity is the 
main finding of the study. This result suggests the exist-
ence of a cross-frequency hierarchical functional linkage 
within the STN-cortical networks during resting condi-
tions in humans.

On theoretical grounds, the coupling between the STN 
phase and cortical amplitude of neuronal activity represents 
a serious candidate for physiological functional interactions 
between these brain structures during resting conditions. The 
neuronal oscillations in the neocortex tend to couple hierar-
chically, with the phase of lower-frequency oscillations mod-
ulating the higher frequency amplitudes (Canolty et al. 2006). 
The lower-frequency phase determines momentary power in 
higher frequency activity. The PAC observed between the 
LFP-STN activity and the amplitude of the scalp-recorded 
activity could thus be considered as a manifestation of fluctu-
ations of excitability in local neuronal assemblies in the cor-
tex with rhythmic activity in the STN. This interpretation is in 
agreement with previously reported evidence of driving from 

the STN to the cortex in resting conditions (Williams 2002). 
It has been suggested that in the presence of dopaminergic 
activity, the STN may produce a high frequency 70–85 Hz 
drive to the cerebral cortex during resting conditions (Wil-
liams, 2002), thus demonstrating its active involvement in 
subcortico-cortical interactions. These frequency ranges are 
highly divergent from the δ/θ and θ/α bands observed in our 
study. Nevertheless, an important role of slow oscillations 
was also reported within the STN-related large-scale brain 
networks. The δ/θ coherence between the STN and the activ-
ity over the medial frontal cortex was shown to be involved in 
conflict and error monitoring (Zavala et al. 2014, 2016). It has 
also been suggested that the STN δ/θ oscillations may reflect 
inputs from cortical structures such as the medial prefrontal 
cortex (Cavanagh et al. 2011; Zavala et al. 2014; Kelley et al. 
2018) that projects into the STN through a hyperdirect path-
way (Smith et al. 1998).

In the current study, only the frontal regions revealed 
both positive and negative highly significant correlations 
with the STN activity. Specifically, the δ STN phase cor-
related positively with the β/γ frontal cortical amplitude 
and negatively with the θ/α frontal cortical amplitude. 
This finding suggests specific subcortico-cortical interac-
tions between the STN and frontal cortex during resting 
conditions, distinguishing the frontal cortex from other 
cortical regions. Furthermore, the coupling between the 
δ phase over the frontal scalp regions and the amplitude 
of the θ STN oscillations reported here supports the top-
down influence of the frontal cortex on the STN. The top-
down functional linkage suggested here between these two 
structures during rest extends the reported driving of STN 
oscillations by the midline frontal cortex low-frequency 
activity during conflict (Zavala et al. 2014).

Our results rely on cross-frequency cross-structural 
coupling rather than on the previously reported coher-
ence within the δ/θ band (Cavanagh et al. 2011; Zavala 
et al. 2014). Thus, the resting-state scalp-recorded higher 
frequency activity demonstrated here modulated in ampli-
tude via the δ/θ STN oscillations provides support for the 
communication-by-nested-oscillation framework (Bonne-
fond et al. 2017). Our findings suggest that cross-frequency 
interactions are essential for understanding how resting-state 
STN-cortical networks operate.

We showed that the PAC was not stronger for the left or 
right STN in any scalp region. Thus, our results suggest a 
similar involvement of the left and right STNs in subcor-
tico-cortical interactions. A recent study reported that α/β 
band oscillations and PAC within the STN were greater in 
the more affected hemisphere in PD patients (Shreve et al. 
2017). In contrast to the study by Shreve et al. (2017), 
our patients were recorded during the on-medication state, 
where a reduced influence of PD on brain activity could 
be expected due to the exogenous dopaminergic input that 
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is supposed to reverse the core deficit in PD. The fact that 
we observed no significant differences between the left and 
right STNs may represent electrophysiological evidence 
of relative symmetry in the STN-cortical functional link-
age. Therefore, from the functional interaction perspec-
tive, both STNs might be similarly suitable for deep brain 
stimulation treatment of PD and one could even speculate 
that unilateral stimulation could be sufficient for treatment 

for PD at least in some patients. Practical treatment stud-
ies would be necessary to test the hypothesis of unilateral 
DBS efficacy.

We studied electrophysiological correlates of func-
tional brain interactions on unique data that cannot be 
obtained from healthy humans due to ethical constraints. 
This approach proved to be fruitful in previous studies that 
investigated electrophysiological activity of large-scale brain 

Fig. 3   Example of the phase-amplitude coupling between the STN 
and cortical activity—an empirical justification on data from subject 
25. The local field potential signal and its phase in δ frequency range 
are presented in the first and third panels, respectively. The EEG-
signal and its power envelope in β frequency range are presented in 

the second and fourth panels, respectively. Note periodic amplitude 
changes of the cortical activity (O1 channel) corresponding to the 
phase of the STN activity (L0-L1 channel). STN subthalamic nucleus, 
L0–L1 bipolar lead in the left STN, O1 the left occipital region elec-
trode
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networks using intracranial data from epileptic (Dambor-
ská et al. 2012, 2016; Kukleta et al. 2009, 2010, 2017) and 
PD (Williams 2002; Zavala et al. 2013, 2014, 2015, 2016) 
patients. As in those studies, any inferences with regard to 
the normal functioning of the brain must be made with cau-
tion in the present study. We also admit that source imag-
ing would have been better than correlation with electrode 
signals. This was, however, technically impossible given the 
missing signals close to the vertex. Large interpolation is 
another limitation of our study. In three patients (No. 1, 5, 
and 7; see Table 1) almost a quarter of the electrodes were 
interpolated. Such extensive interpolation might have led to 
erroneously reduced variability of PAC values among scalp 
regions. Furthermore, the PAC averaging employed here 
across different timescales (see the last column in Table 1) 
might have introduced unequal smoothing effects among 
subjects. Moreover, this averaging approach did not enable 
the study of the possible variability of PAC over time.

The results of the current study represent the first report 
on functional interaction in the cross-frequency domain 
between the STN low-frequency phase and cortical high-
frequency amplitude in humans. This finding contributes 
to a better understanding of integrative processes reflect-
ing fundamental self-organization within the brain. The 
cross-structural cross-frequency linkage in the STN-cortical 
circuits suggested here presents an interesting perspective 
for further research. If the cross-structural cross-frequency 
approach is applied both during on- and off-medication 
states, both before and after DBS stimulation, the relation 
to the clinical outcome could be evaluated, which could 
lead to new findings for a better understanding of the patho-
physiology of PD.
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5.2 Resting-state large-scale brain networks in affective disorders 

Affective disorders, including major depressive disorder (MDD) and bipolar disorder 

(BD), are among the most serious psychiatric disorders with high prevalence and 

illness-related disability (Andrade et al., 2003). Evidence across resting-state functional 

magnetic resonance (fMRI) studies consistently points to an impairment of large-scale 

resting-state brain networks in affective disorders rather than a disruption of discrete 

brain regions (Gong & He, 2015; Iwabuchi et al., 2015; Kaiser et al., 2015). In general, 

large-scale networks dynamically re-organize themselves on sub-second temporal 

scales to enable efficient functioning (De Pasquale et al., 2018; Bressler & Menon, 

2010). Fast temporal dynamics of large-scale neuronal networks, not accessible with 

the low temporal resolution of the fMRI technique, can be investigated by analyzing 

the temporal characteristics of “EEG microstates” (Michel & Koenig, 2018; Van de Ville 

et al., 2010). Assessment of the temporal characteristics of these microstates provides 

information about the dynamics of large-scale brain networks because this technique 

simultaneously considers signals recorded from all areas of the cortex. Since the 

temporal variation in resting-state brain network dynamics may be a significant 

biomarker of illness and therapeutic outcome (Hutchison et al., 2013; Chang & Glover, 

2010), microstate analysis is a highly suitable tool for this purpose. Numerous studies 

demonstrated changes in EEG microstates in patients with neuropsychiatric disorders 

such as schizophrenia, dementia, panic disorder, and multiple sclerosis (Michel & 

Koenig, 2018). Nevertheless, until recently, microstates in depressive patients were 

investigated only in three studies (Strik et al., 1995; Ihl & Brinkmeyer, 1999; Atluri et 

al., 2018). No sooner than in our study (Damborská et al., 2019 b – Annex 10), it was 

shown that interindividual differences in resting-state microstate parameters could 

reflect altered large-scale brain network dynamics relevant to depressive 

symptomatology during a depressive episode. Our findings immediately inspired more 

than twenty research teams worldwide that cited our work when testing microstate 

features, as candidate biomarkers of te depressive syndrome within mental disorders 

(e.g., Murphy et al., 2020; He et al., 2021; Lei et al., 2022) and predictors of 

antidepressant treatment response (e.g., Yan et al., 2021; Lei et al., 2022).  

Biomarkers that are investigated during a depressive episode, i.e., relapse of 

affective disorder, reflect the actual state of the impaired brain. On the contrary, trait 
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markers of affective disorders are studied during euthymia, i.e., the periods of 

remission, and can be considered as biomarkers of illness per se (Piguet et al., 2016; 

Berchio et al., 2017). In our next research, we focused on trait markers of affective 

disorders and performed the first resting-state microstate study on euthymic BD 

patients (Damborská et al., 2019 c - Annex 11). We observed an increased presence of 

A microstate, suggesting it to be an electrophysiological trait characteristic of BD. We 

suggested that the increased presence of A microstate in euthymic BD patients might 

be related to the hyperconnectivity of the underlying networks involving the temporal 

lobe, insula, mPFC, and occipital gyri (Custo et al., 2017; Bréchet et al., 2019). 

A crucial role of the cortico-striatal-pallidal-thalamic and limbic circuits in the 

neurobiology of depression was repeatedly reported (Bora et al., 2012; Yang et al., 

2017; Zhang et al., 2016). Neuroimaging studies have confirmed that depressive 

patients show structural impairments and functional dysbalances of brain networks 

that involve structures engaged in (a) emotions, i.e., amygdala, subgenual anterior 

cingulate, caudate, putamen and pallidum (Yang et al., 2017; Disner et al., 2011; 

Surguladze et al, 2005; Sheline et al., 2001; Siegle et al., 2007; Nugent et al., 2015; 

Knyazev et al., 2018; Lu et al., 2016;  Kim et al., 2008); (b) self-referential processes, 

i.e., medial prefrontal cortex, precuneus, and posterior cingulate cortex (Sheline et al., 

2010; Kühn & Gallinat, 2013); (c) memory, i.e., hippocampus, parahippocampal cortex 

(Lorenzetti et al., 2009); (d) visual processing, i.e., fusiform gyrus, lingual gyrus, and 

lateral temporal cortex (Veer et al., 2010); and (e) attention, i.e., dorsolateral 

prefrontal cortex, anterior cingulate cortex (ACC), thalamus, and insula (Knyazev et al., 

2018; Lu et al., 2016;  Kim et al., 2008; Hamilton et al., 2012). Moreover, post-mortem 

morphometric measurements revealed smaller volumes of the hypothalamus, 

pallidum, putamen and thalamus in patients with affective disorders (Bielau et al., 

2005).  

Even with the multitude of noninvasive methods used to treat depression, a 

significant portion of patients fail to respond, resulting in an estimated 1–3% 

prevalence of treatment-resistant depression (TRD) (Holtzheimer & Mayberg 2011). 

Nevertheless, growing evidence suggests that direct stimulation of deep brain 

structures involved in the neurobiology of depression improves symptoms of TRD 

(Drobisz & Damborská 2019 – Annex 14, Chapter 6). Connectivity properties of deep 
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brain structures potentially implicated in invasive deep brain stimulation (DBS) 

treatment are, however, not fully understood yet. Directionality of connections, which 

might be of interest when considering a structure as a potential DBS-target for 

treatment of TRD, can be inferred from functional brain mapping studies. There are 

several EEG-based connectivity studies focusing on depressive symptoms (Sun et al., 

2008; Tang et al., 2011; Wang et al., 2015; Ferdek et al., 2016) that are, however, 

conducted only on a non-clinical population (Ferdek et al., 2016) or with connectivity 

parameters calculated at the sensor level (Sun et al., 2008; Tang et al., 2011; Wang et 

al., 2015). Authors of one of these studies (Ferdek et al., 2016) suggest an inability of 

the left dorsolateral prefrontal cortex to modulate the activation of the left temporal 

lobe structures to be a crucial condition for ruminative tendencies. Interestingly, an 

abnormal increase in directed functional connectivity arising from the right amygdala 

during resting condition was demonstrated in our recent study (Damborská et al., 2020 

– Annex 12). This increased resting-state connectivity in depressive patients could 

reflect an abnormal functioning of the right amygdala. Such dysfunction might 

represent an impaired bottom-up signalling for top-down cortical modulation of limbic 

regions, leading to an abnormal affect regulation in depressive patients. Our findings 

support the view that the amygdala might play an important role in the neurobiology 

of depression. Nevertheless, practical treatment studies would be necessary to assess 

the amygdala as a potential future DBS target for treating depression. 
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Background: The few previous studies on resting-state electroencephalography (EEG) 
microstates in depressive patients suggest altered temporal characteristics of microstates 
compared to those of healthy subjects. We tested whether resting-state microstate 
temporal characteristics could capture large-scale brain network dynamic activity relevant 
to depressive symptomatology.

Methods: To evaluate a possible relationship between the resting-state large-scale brain 
network dynamics and depressive symptoms, we performed EEG microstate analysis in 
19 patients with moderate to severe depression in bipolar affective disorder, depressive 
episode, and recurrent depressive disorder and in 19 healthy controls.

Results: Microstate analysis revealed six classes of microstates (A–F) in global 
clustering across all subjects. There were no between-group differences in the temporal 
characteristics of microstates. In the patient group, higher depressive symptomatology 
on the Montgomery–Åsberg Depression Rating Scale correlated with higher occurrence 
of microstate A (Spearman’s rank correlation, r = 0.70, p < 0.01).

Conclusion: Our results suggest that the observed interindividual differences in resting-
state EEG microstate parameters could reflect altered large-scale brain network dynamics 
relevant to depressive symptomatology during depressive episodes. Replication in larger 
cohort is needed to assess the utility of the microstate analysis approach in an objective 
depression assessment at the individual level.

Keywords: EEG microstates, large-scale brain networks, resting state, dynamic brain activity, major depressive 
disorder, bipolar disorder

INTRODUCTION

Major depressive disorder (MDD) and bipolar disorder are among the most serious psychiatric 
disorders with high prevalence and illness-related disability (1–3). Despite growing evidence for 
the spectrum concept of mood disorders (4), and even with the advanced neuroimaging methods 
developed in recent years, the underlying pathophysiological mechanisms of depression remain poorly 
understood. Evidence across resting-state functional magnetic resonance (fMRI) studies consistently 
points to an impairment of large-scale resting-state brain networks in MDD rather than a disruption 
of discrete brain regions (5–8). Consistent with the neurobiological model  of  depression  (9), 
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numerous resting-state fMRI studies show decreased frontal 
cortex function and increased limbic system function in patients 
with MDD (10). Functional abnormalities in large-scale brain 
networks include hypoconnectivity within the frontoparietal 
network (7) and the reward circuitry, centered around the 
ventral striatum (11). Reduced functional connectivity in 
first-episode drug-naïve patients with MDD was also recently 
reported between the frontoparietal and cingulo-opercular 
networks (12). Moreover, hyperconnectivity of the default mode 
network (13) and amygdala hyperconnectivity with the affective 
salience network (14, 15) were shown to be characteristic 
features of depression.

In general, large-scale networks dynamically re-organize 
themselves on sub-second temporal scales to enable efficient 
functioning (16, 17). Fast temporal dynamics of large-scale 
neural networks, not accessible with the low temporal resolution 
of the fMRI technique, can be investigated by analyzing 
the temporal characteristics of “EEG microstates” (18, 19). 
Scalp EEG measures the electric potential generated by the 
neuronal activity in the brain with a temporal resolution in the 
millisecond range. A sufficient number of electrodes distributed 
over the scalp, i.e., high density-EEG (HD-EEG), allows for the 
reconstruction of a scalp potential map representing the global 
brain activity (20). Any change in the map topography reflects 
a change in the distribution and/or orientation of the active 
sources in the brain (21). Already in 1987 (22), Lehmann et al. 
observed that in spontaneous resting-state EEG, the topography 
of the scalp potential map remains stable for a short period of 
time and then rapidly switches to a new topography in which 
it remains stable again. Ignoring map polarity, the duration of 
these stable topographies is around 80–120 ms. Lehmann called 
these short periods of stability EEG microstates and attributed 
them to periods of synchronized activity within large-scale brain 
networks. For a recent review, see Ref. (19). Assessment of the 
temporal characteristics of these microstates provides information 
about the dynamics of large-scale brain networks, because this 
technique simultaneously considers signals recorded from all 
areas of the cortex. Since the temporal variation in resting-state 
brain network dynamics may be a significant biomarker of illness 
and therapeutic outcome (23–25), microstate analysis is a highly 
suitable tool for this purpose.

Numerous studies demonstrated changes in EEG microstates 
in patients with neuropsychiatric disorders such as schizophrenia, 
dementia, panic disorder, multiple sclerosis, and others [for 
reviews see Refs. (19, 26)]. Despite the potential of microstate 
analysis for detecting global brain dynamic impairment, 
microstates were not investigated in depressive patients, except 
for three studies that provided inconsistent results. Using 
adaptive segmentation of resting state EEG in depressive patients, 
two early studies showed abnormal microstate topographies 
and reduced overall average microstate duration (27) but 
unchanged numbers of different microstates per second (28). In 
a more recent study using a topographical atomize-agglomerate 
hierarchical clustering algorithm, abnormally increased overall 
microstate duration and decreased overall microstate occurrence 
per second were reported in treatment-resistant depression (29).

A better understanding of disruption and changes in brain 
network dynamics in depression is critical for developing novel 
and targeted treatments, e.g., deep brain stimulation in treatment-
resistant depression (30). Furthermore, microstate features 
reflecting the disruption of brain network dynamics might be 
later tested as candidate biomarkers of depressive disorder and 
predictors of treatment response. Thus, the main goal of our 
study was to explore how resting-state microstate dynamics 
are affected in depressive patients as compared to healthy 
individuals. We hypothesized that patients with depression will 
show different microstate dynamics than healthy controls in 
terms of the temporal characteristics of EEG microstates such as 
duration, coverage, and occurrence. We also hypothesized that 
microstate dynamics will be related to the overall clinical severity 
of depression.

MATERIALS AND METHODS

Subjects
Data was collected from 19 depressive patients (age in years: mean = 
53.0, standard deviation = 9.8; 6 females) and 19 healthy control 
(HC) subjects (age in years: mean = 51.4, standard deviation = 9.1; 
6 females). Education was classified into three levels: 1 = no high 
school, 2 = high school, 3 = university studies in the depressed 
(mean = 1.9, standard deviation = 0.9) and HC (mean = 2.2, 
standard deviation = 0.7) groups. There were no differences in 
gender, and an independent sample t-test also showed no significant 
differences in age [t-value (df 36) = 0.45, p > 0.05] or education 
[t-value (df 36) = −1.5, p > 0.05] between the two groups. The 
patients were recruited at the Department of Psychiatry, Faculty 
of Medicine, Masaryk University and University Hospital Brno. 
The diagnostic process had two steps and was determined based 
on the clinical evaluation by two board-certified psychiatrists. 
First, the diagnosis was made according to the criteria for 
research of the International Classification of Disorders (ICD-10). 
Second, the diagnosis was confirmed by the Mini International 
Neuropsychiatric interview (M.I.N.I.) according to the Diagnostic 
and Statistical Manual of Mental Disorders, Fifth Edition (DSM-V).  
All patients were examined in the shortest time period after the 
admission and before the stabilisation of treatment, typically 
during their first week of hospitalization. All patients met the 
criteria for at least a moderate degree of depression within the 
following affective disorders: bipolar affective disorder (F31), 
depressive episode (F32), and recurrent depressive disorder (F33). 
Exclusion criteria for patients were any psychiatric or neurological 
comorbidity, IQ < 70, organic disorder with influence on the brain 
function, alcohol dependence, or other substance dependence. 
All patients were in the on-medication state with marked 
interindividual variability in specific medicaments received. The 
patient characteristics are summarized in Table 1. Control subjects 
were recruited by general practitioners from their database of 
clients. Control subjects underwent the M.I.N.I. by board-certified 
psychiatrists to ensure that they had no previous or current 
psychiatric disorder according to the DSM-V criteria. The scores 
on the Montgomery–Åsberg Depression Rating Scale (MADRS), a 
specific questionnaire validated for patients with mood disorders 
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(32), and Clinical Global Impression (CGI) (33), a general test 
validated for mental disorders, were used to evaluate the severity 
of depressive symptoms in patients. The status of depression was 
further described with lifetime count of depressive episodes and 
illness duration in years. Medication in 24 h preceding the EEG 
examination was also recorded (see Table 1). This study was 
carried out in accordance with the recommendations of Ethics 
Committee of University Hospital Brno with written informed 
consent from all subjects. All subjects gave written informed 
consent in accordance with the Declaration of Helsinki. The 
protocol was approved by the Ethics Committee of University 
Hospital Brno, Czech Republic.

EEG Recording and Pre-processing
Subjects were sitting in a comfortable upright position in 
an electrically shielded room with dimmed light. They were 
instructed to stay as calm as possible to keep their eyes closed 
and to relax for 15  min. They were asked to stay awake. All 
participants were monitored by the cameras, and in the event 
of signs of nodding off or EEG signs of drowsiness detected by 
online visual inspection, the recording was stopped. The EEG 
was recorded with a high density 128-channel system (EGI 
System 400; Electrical Geodesic Inc., OR, USA), a sampling rate 
of 1kHz, and Cz as acquisition reference.

Five minutes of the EEG data were selected based on visual 
assessment of the artifacts. The EEG was band-pass filtered 

between 1 and 40  Hz. Subsequently, in order to remove 
ballistocardiogram and oculo-motor artifacts, infomax-based 
Independent Component Analysis (34) was applied to all 
but one or two channels rejected due to abundant artifacts. 
Only components related to ballistocardiogram, saccadic eye 
movements, and eye blinking were removed based on the 
waveform, topography, and time course of the component. The 
cleaned EEG recording was down-sampled to 125 Hz, and the 
previously identified noisy channels were interpolated using a 
three-dimensional spherical spline (35) and re-referenced to the 
average reference. For subsequent analyses, the EEG data was 
reduced to 110 channels to remove muscular artifacts originating 
in the neck and face. All the preprocessing steps were done using 
the freely available Cartool Software 3.70, programmed by Denis 
Brunet Cartool (https://sites.google.com/site/cartoolcommunity/
home) and MATLAB.

Microstate Analysis
The microstate analysis (see Figure 1) followed the standard 
procedure using k-means clustering method to estimate the 
optimal set of topographies explaining the EEG signal (36–38). 
The polarity of the maps was ignored in this clustering procedure. 
To determine the optimal number of clusters, we applied a meta-
criterion that is a combination of seven independent optimization 
criteria [for details see Ref. (39)]. In order to improve the signal-
to-noise ratio, only the data at the time points of the local 

TABLE 1 | Patient characteristics.

Patient ICD-10 
diagnose

Number of 
episodes

Illness 
duration 
(years)

MADRS 
score

CGI score BZD AD/AP/MS Medication 
scale AD/AP/

MS

1 F31.4 3 2 27 4 2 AD, AP, MS 3
2 F32.2 1 0.5 24 5 0 AD 2
3 F32.1 1 1 15 4 2 AD 2
4 F31.5 5 20 39 6 0 AP 2
5 F33.1 3 7 18 4 0 AD 1
6 F33.1 2 8 9 3 1.33 AD 1
7 F32.1 1 1 24 4 1.33 AD, AP 3
8 F31.4 4 27 29 5 2 AP 2
9 F33.3 2 5 36 6 1 AD, AP 4
10 F33.1 3 19 21 4 1 AD 1
11 F33.3 2 2 38 5 6 AD, AP 4
12 F33.2 2 1 39 5 3 AD, AP 4
13 F32.3 1 0.08 21 5 2 AD, AP 4
14 F33.2 5 21 32 5 0 AD, AP 3
15 F33.3 2 2 38 6 3 AD, AP 4
16 F32.3 1 0.08 37 6 2 AD, AP 4
17 F33.1 3 4 18 4 0 AD, AP 4
18 F31.3 2 16 28 4 0 AP, MS 4
19 F31.3 11 24 23 4 1 AP, MS 4

F31.3, Bipolar affective disorder, current episode mild or moderate depression; F31.4, Bipolar affective disorder, current episode severe depression without psychotic symptoms; 
F31.5, Bipolar affective disorder, current episode severe depression with psychotic symptoms; F32.1, Moderate depressive episode; F32.2, Severe depressive episode without 
psychotic symptoms; F32.3, Severe depressive episode with psychotic symptoms; F33.1, Recurrent depressive disorder, current episode moderate; F33.2, Recurrent depressive 
disorder, current episode severe without psychotic symptoms; F33.3, Recurrent depressive disorder, current episode severe with psychotic symptoms; BZD, benzodiazepine 
equivalent dose (31); AD, antidepressants (mirtazapine, citalopram, venlafaxine, vortioxetine, sertraline); AP, antipsychotics (risperidone, olanzapine, quetiapine, amisulpride, 
aripiprazole); MS, mood stabilizers (valproate, lamotrigine); medication scale AD/AP/MS: 1, one medication in sub-therapeutic doses; 2, one medication in therapeutic doses; 
3, combination of medications with one in therapeutic doses; 4, combination of medications with more than one in therapeutic doses; MADRS (Montgomery–Åsberg Depression 
Rating Scale): score is between 0 and 60, the higher the score the higher the depressive symptom severity; CGI (Clinical Global Impression) scale: healthy (1) – most extremely ill (7). 
Four patients were undergoing the first (patient 3) and second (patients 4 and 9) week of electroconvulsive therapy and the first week of repetitive transcranial magnetic stimulation 
(patient 5). No clinical effect of these neurostimulation treatments was apparent.
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FIGURE 1 | Microstate analysis: (A) resting-state EEG from subsample of 16 out of 110 electrodes; (B) global field power (GFP) curve with the GFP 
peaks (vertical lines) in the same EEG period as shown in (A); (C) potential maps at successive GFP peaks, indicated in (B), from the first 1 s period of 
the recording; (D) set of six cluster maps best explaining the data as revealed by K-means clustering of the maps at the GFP peaks; (E) the original EEG 
recording shown in (A) with superimposed color-coded microstate segments. Note that each time point of the EEG recording was labelled with the cluster 
map, shown in (D), with which the instant map correlated best. The duration of segments, occurrence, and coverage for all microstates were computed 
on thus labeled EEG recording.
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maximum of the global field power (GFP) were clustered (38, 
40–42). The GFP is a scalar measure of the strength of the scalp 
potential field and is calculated as the standard deviation of all 
electrodes at a given time point (36, 37, 43). The cluster analysis 
was first computed at the individual level and then at global level 
across all participants (patients and controls).

Spatial correlation was calculated between every map identified 
at the global level and the individual subject’s topographical 
map in every instant of the pre-processed EEG recording. Each 
continuous time point of the subject’s EEG (not only the GFP 
peaks) was then assigned to the microstate class of the highest 
correlation, again ignoring polarity (19, 36, 39, 44). Temporal 
smoothing parameters [window half size = 3, strength (Besag 
Factor) = 10] ensured that the noise during low GFP did not 
artificially interrupt the temporal segments of stable topography 
(36, 38). For each subject, three temporal parameters were then 
calculated for each of the previously identified  microstates: 
i) occurrence, ii) coverage, and iii) duration. Occurrence indicates 
how many times a microstate class recurs in 1 s. The coverage 
represents the summed amount of time spent in a given microstate 
class. The duration in milliseconds for a given microstate class 
indicates the amount of time that a given microstate class is 
continuously present. In order to assess the extent to which the 
representative microstate topographies explain the original EEG 
data, the global explained variance (GEV) was calculated as the 
sum of the explained variances of each microstate weighted by 
the GFP. Microstate analysis was performed using the freely 
available Cartool Software 3.70, programmed by Denis Brunet 
Cartool (https://sites.google.com/site/cartoolcommunity/home).

Statistical Analysis
To investigate group differences, independent t-tests were used 
for temporal parameters of each microstate. Comparisons were 
corrected using the false discovery rate (FDR) method (45). In 
order to evaluate the possible relation of microstate dynamics to 
severity of depression, we computed Spearman’s rank correlation 
coefficients of all microstate parameters with the MADRS and 
CGI scores and number of episodes. In order to evaluate possible 
influence of medication on microstate dynamics, we calculated 
Spearman’s rank correlation coefficients between all microstate 
parameters and medication that patients received during 24 h 
preceding the EEG measurement. Intake of antidepressants, 
antipsychotics, and mood stabilizers was indicated as a single 
ordinal variable taking into account the number of medicaments 

and their dosages. Intake of benzodiazepines was expressed with 
the benzodiazepine equivalent dose (33). A significance level of 
α < 0.01 was used for all correlations. Statistical evaluation of the 
results was performed by the routines included in the program 
package Statistica’13 (1984-2018, TIBCO, Software Inc, Version 
13.4.0.14).

RESULTS

The meta-criterion used to determine the most dominant 
topographies revealed six microstates explaining 82.6% of the 
global variance. Four topographies resembled those previously 
reported in the literature as A, B, C, and D maps (19, 29, 40, 41) 
and two topographies resembled the recently identified (46) 
resting-state microstate maps. We labeled these maps as A–D, in 
accordance with previous literature, and as E and F (Figure 2).

The groups did not differ in any temporal parameter in any 
microstate. The depressive group was indistinguishable from the 
control group (all absolute t-values < 2.5). The FDR-corrected 
p-values (six comparisons for the six microstate classes) were not 
significant between the patients and controls for any microstate 
in the duration (A: p = 0.39; B: p = 0.39; C: p = 0.30; D: p = 0.39; 
E: p = 0.77; F: p = 0.68), occurrence (A: p = 0.13; B: p = 0.92; C: 
p = 0.92; D: p = 0.92; E: p = 0.13; F: p = 0.29), or coverage (A: p = 
0.44; B: p = 0.75; C: p = 0.44; D: p = 0.75; E: p = 0.16; F: p = 0.44).

The results of Spearman’s rank correlation revealed a positive 
association of the depression severity with the presence of 
microstate A but not with the presence of other microstates. 
The occurrence of microstate A significantly correlated with the 
MADRS scores (r = 0.70, p < 0.01; Figure 3), but not with the 
CGI score (r = 0.40), illness duration (r = 0.06), or the number 
of episodes (r = 0.08). There were no significant associations 
between the depression severity and the duration or coverage of 
microstate A (all absolute r-values < 0.55).

The results of Spearman’s rank correlation revealed a 
significant positive association between the medication status 
and the presence of microstate E but not with the presence of 
other microstates. The occurrence of microstate E significantly 
correlated with the intake of antidepressants, antipsychotics, and 
mood stabilizers (r = 0.65, p < 0.01; Figure 4), but not with the 
intake of benzodiazepines (r = 0.20). There were no significant 
associations between the medication status and the duration or 
coverage of microstate E (all absolute r-values < 0.45).

FIGURE 2 | The six microstate topographies identified in the global clustering across all subjects.
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FIGURE 3 | Correlation between the occurrence of microstate A and Montgomery–Åsberg Depression Rating Scale (MADRS) score.

FIGURE 4 | Correlation between the occurrence of microstate E and the intake of antidepressants, antipsychotics, and mood stabilizers. Medication scale: 1, one 
medication in sub-therapeutic doses; 2, one medication in therapeutic doses; 3, combination of medications with one in therapeutic doses; 4, combination of 
medications with more than one in therapeutic doses.
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DISCUSSION

In this report, the dynamics of resting-state large-scale brain 
network activity are depicted in the form of functional EEG 
brain microstates. We demonstrated that microstate temporal 
dynamics are sensitive to interindividual differences in 
depressive symptom severity in patients with moderate to severe 
depression. Particularly, we showed that severity of depressive 
symptoms correlated with higher occurrence of the microstate 
A. This finding suggests that microstate analysis-based neural 
markers might represent a largely untapped resource for 
understanding the neurobiology of depression. Since the 
between-group differences were absent in EEG dynamic, it 
is, however, unknown, if higher occurrence of microstate A 
is a complex expression of depressive symptomatology or if it 
reflects a latent risk factor. The here demonstrated symptom-
related interindividual differences in microstate dynamics need 
further research to test its  utility in an objective depression 
assessment. The present study is the first in a planned 
longitudinal study series with depressive patients recruited at 
the University Hospital Brno that will help further investigate 
the microstate parameters as possible predictors of treatment 
response to both medication and neurostimulation methods 
including the electroconvulsive therapy.

Only three studies examined microstate duration and/or 
occurrence in depressive patients. The earliest study showed 
lower duration in the depressive group than in controls (27). In 
a subsequent study, between-group differences in occurrence 
were found neither in young nor aged depressive patients as 
compared to healthy controls (28). Contrary to these early 
findings, longer duration and lower occurrence of microstates 
in treatment-resistant depressed patients as compared to healthy 
subjects were demonstrated recently (29). The authors suggested 
that the increased duration and decreased occurrence in 
microstates could reflect modulation of global brain dynamics 
with neurotropic medications previously taken by patients 
resistant to antidepressant treatment. In the current study, we 
found an increased microstate A occurrence with depression 
only as an effect related to the symptom severity and not as a 
between-group difference. This finding is, despite different 
analytical approaches used in the studies, consistent with the 
previously reported lowering of microstate occurrence following 
magnetic seizure therapy and electroconvulsive therapy that 
in fact might represent a normalization of occurrence with 
successful treatment (29).

Different methodological approaches might have, however, 
led to discrepant findings in terms of duration of microstates 
among the current and the three previous studies. The 
methodological differences include different frequency bands 
examined (28), different clustering algorithms applied (27–29), 
different numbers of maps used for backfitting to the EEG (29), 
and analyzing all data points (e.g., in current study) or only 
those with the local maxima of the global field power [e.g., in 
Ref. (29)].

Discrepant findings may also reflect the pathophysiologic 
heterogeneity of depression. Similarly to the current sample, 
the experimental group in the study by Strik et al. (27) included 

depressive patients who met the criteria for unipolar or bipolar 
mood disorders or for dysthymia. The other two studies both 
focused on unipolar depression (28, 29), the more recent one 
was even restricted only to the treatment-resistant form of 
depression  (29). With respect to the symptom variations in 
patients meeting criteria for depression, currently based solely 
on the clinical interviews and diagnostic questionnaires, such 
heterogeneity in findings could be expected.

In the current study, the topography of microstate A 
strongly resembled the topography of one of the four canonical 
microstates, i.e., microstate A, earlier described in the literature 
(19, 26). Using resting-state fMRI, this microstate was previously 
linked to the auditory brain network (41), involving bilateral 
superior and middle temporal gyri, regions associated with 
phonological processing (47). In addition to this indirect 
identification of involved brain structures, the sources generating 
microstate scalp topographies were directly estimated (39, 46). 
The left temporal lobe and left insula were identified as the major 
generators of microstate A (47). Additionally, left-lateralized 
activity in the medial prefrontal cortex and the occipital gyri was 
most recently reported to underlie this microstate (39).

Evidence from the meta-analysis of functional neuroimaging 
studies suggests resting-state functional alterations in first-
episode drug-naïve MDD patients in the fronto-limbic system, 
including the dorsolateral prefrontal cortex and putamen, and in 
the default mode network, namely, the precuneus and superior 
and middle temporal gyri (48). Altered activity in the superior 
temporal gyrus in patients with MDD was reported repeatedly 
in fMRI studies (49–52) and was also suggested to be responsible 
for the abnormal processing of negative mood and cognition 
in first-episode, drug-naïve patients with MDD (48). Our 
findings of positive associations of depressive symptoms with 
the occurrence of microstate A that is related to temporal lobe 
activity are thus in line with these studies.

It has been shown that benzodiazepines and antipsychotics 
may modulate microstate dynamics (53). Accordingly, we 
observed the effect of medication on the presence of microstate 
E. The topography of this microstate strongly resembled one of 
the newly reported microstates, the generators of which were 
identified in the dorsal anterior cingulate cortex, superior and 
middle frontal gyri, and insula (46). The cingulo-opercular 
network (CON), comprising regions in the thalamus as well as 
frontal operculum/anterior insula and anterior cingulate cortex, is 
considered to have a central role in sustaining alertness (54) or in 
general for maintaining perceptual readiness (55). An important 
role in the pathophysiological mechanisms of depression was 
suggested for the CON, whose disrupted functional connectivity 
was observed in first-episode drug-naïve patients with MDD 
(12). Since the medication status in our study was only roughly 
defined, it is rather questionable whether the observed correlation 
between the medication scoring and the occurrence of microstate 
E could be related to the pharmacological effect on the activity of 
structures constituting the CON.

In the current study, we decided to use the resting-state 
condition rather than employing any cognitive task. Depression 
affects not only emotional and cognitive mental operations but 
also motivational processes. Therefore, the task performance 
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differences between patients and healthy controls may relate to 
different levels of motivation rather than information processing 
per se. Using a resting-state condition makes it possible to avoid 
some task-related confounds and makes the application of non-
invasive neuroimaging techniques a powerful tool for measuring 
baseline brain activity (56). Moreover, if the research outputs such 
as those presented here lead to developing a new diagnostic tool for 
depressive disorder, such a tool, based on evaluating the resting-
state scalp EEG, will be easy to use and require only minimal 
cooperation from the patients.

It is important to note that our data may have limitations. 
First, our sample included mixed diagnoses, with both bipolar 
and unipolar disorders. The observed relationship between the 
microstate A occurrence and depressive symptomatology should 
therefore be considered as a state rather than as a trait marker of 
depression. Second, the low sample size and great variability in 
medication made it impossible to examine any potential influence 
of medication on the microstate parameters by comparing 
patients receiving a specific drug with those not receiving it. To 
summarize the various medications, an ordinal variable was used 
that is only a rough measurement of medication usage. Therefore, 
the observed relationship between the microstate E occurrence 
and medications should be viewed with caution.

CONCLUSIONS

The study presented here provides insights into global brain 
dynamics of the resting-state in depressive patients. The 
identified depressive symptom-related changes in resting-state 
large-scale brain dynamics suggest the utility of the microstate 
analysis approach in an objective depression assessment. On the 
other side, using this analysis at the individual level could prove 
challenging. To test the observed microstate changes as possible 
biomarkers of illness and/or treatment response at individual 
level is the next step for future research in depressive patients.
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Background: Neuroimaging studies provided evidence for disrupted resting-state 
functional brain network activity in bipolar disorder (BD). Electroencephalographic (EEG) 
studies found altered temporal characteristics of functional EEG microstates during 
depressive episode within different affective disorders. Here we investigated whether 
euthymic patients with BD show deviant resting-state large-scale brain network dynamics 
as reflected by altered temporal characteristics of EEG microstates.

Methods: We used high-density EEG to explore between-group differences in duration, 
coverage, and occurrence of the resting-state functional EEG microstates in 17 euthymic 
adults with BD in on-medication state and 17 age- and gender-matched healthy controls. 
Two types of anxiety, state and trait, were assessed separately with scores ranging from 
20 to 80.

Results: Microstate analysis revealed five microstates (A–E) in global clustering across all 
subjects. In patients compared to controls, we found increased occurrence and coverage 
of microstate A that did not significantly correlate with anxiety scores.

Conclusion: Our results provide neurophysiological evidence for altered large-scale brain 
network dynamics in BD patients and suggest the increased presence of A microstate to 
be an electrophysiological trait characteristic of BD.

Keywords: electroencephalographic microstate, large-scale brain networks, resting state, dynamic brain activity, 
bipolar disorder, high-density electroencephalography

INTRODUCTION
Bipolar disorder (BD) is a common and severe psychiatric disorder, with an important personal 
and societal burden (1, 2). The worldwide prevalence of BD is considered to range between 1 
and 3% (3, 4). BD patients are frequently misdiagnosed and often identified at late stages of 
disease progression, which can lead to inadequate treatment (5) and worse functional prognosis 
(6). A better understanding of the underlying pathophysiology is needed to identify objective 

Frontiers in Psychiatry  |  www.frontiersin.org

Original Research

doi: 10.3389/fpsyt.2019.00826
published: 15 November 2019

November 2019  |  Volume 10  |  Article 826

https://creativecommons.org/licenses/by/4.0/
mailto:adambor@med.muni.cz
https://doi.org/10.3389/fpsyt.2019.00826
https://www.frontiersin.org/article/10.3389/fpsyt.2019.00826/full
https://www.frontiersin.org/article/10.3389/fpsyt.2019.00826/full
https://www.frontiersin.org/article/10.3389/fpsyt.2019.00826/full
https://www.frontiersin.org/article/10.3389/fpsyt.2019.00826/full
https://loop.frontiersin.org/people/770061
https://loop.frontiersin.org/people/7638
https://loop.frontiersin.org/people/3353
https://loop.frontiersin.org/people/798746
https://www.frontiersin.org/journals/psychiatry
https://www.frontiersin.org/journals/psychiatry
http://www.frontiersin.org
https://www.frontiersin.org/journals/psychiatry#editorial-board
https://doi.org/10.3389/fpsyt.2019.00826
https://www.frontiersin.org/journals/psychiatry#editorial-board
http://crossmark.crossref.org/dialog/?doi=10.3389/fpsyt.2019.00826&domain=pdf&date_stamp=2019-11-15
https://www.frontiersin.org/journals/psychiatry#articles


EEG Resting State in Bipolar DisorderDamborská et al.

2

biomarkers of BD that would improve diagnostic and/or 
treatment stratification of patients.

Possible candidates for neurobiological biomarkers in BD 
could arise from the abnormalities of functional brain networks. 
Evidence from brain imaging studies consistently points to 
abnormalities in circuits implicated in emotion regulation and 
reactivity. Particularly, attenuated frontal and enhanced limbic 
activations are reported in BD patients (7–9). Interestingly, 
regions implicated in the pathophysiology of the disease, such 
as the inferior frontal gyrus, the medial prefrontal cortex 
(mPFC), and the amygdala present altered activation patterns 
even in unaffected first-degree relatives of BD patients (10), 
pointing toward brain alterations that could underlie disease 
vulnerability. Moreover, evidence from functional magnetic 
resonance imaging (fMRI) studies showed aberrant resting-
state functional connectivity between frontal and meso-limbic 
areas in BD when compared to healthy controls (11). A recently 
developed functional neuroanatomic model of BD suggests, more 
specifically, decreased connectivity between ventral prefrontal 
networks and limbic brain regions including the amygdala (12, 
13). The functional connectivity abnormalities in BD in brain 
areas associated with emotion processing were shown to vary 
with mood state. A resting-state functional connectivity study 
of emotion regulation networks demonstrated that subgenual 
anterior cingulate cortex (sgACC)-amygdala coupling is critically 
affected during mood episodes, and that functional connectivity 
of sgACC plays a pivotal role in mood normalization through its 
interactions with the ventrolateral PFC and posterior cingulate 
cortex (14). Nevertheless, although different fMRI metrics 
allowed to report deviant patterns of large-scale networks and 
altered resting-state functional connectivity (14, 15) in BD, the 
precise temporal dynamics of the functional brain networks at 
rest remain to be determined.

Large-scale neural networks dynamically and rapidly 
re-organize themselves to enable efficient functioning (16, 17). 
Fast dynamics of the resting-state large-scale neural networks can 
be studied on sub-second temporal scales with EEG microstate 
analysis (18–20). EEG microstates are defined as short periods 
(60–120 ms) of quasi-stable electric potential scalp topography 
(21, 22). Therefore, microstate analysis can cluster the scalp 
topographies of the resting-state EEG activity into the set of a few 
microstate classes including the four canonical classes A–D (20) 
and more recent additional ones (23, 24). Since each microstate 
class topography reflects a coherent neuronal activity (25, 20), 
the temporal characteristics, such as duration, occurrence, and 
coverage, may be linked to the expression of spontaneous mental 
states and be representative of the contents of consciousness 
(26, 27). Numerous studies reported abnormalities in temporal 
properties of resting-state EEG microstates in neuropsychiatric 
disorders (for review see 25, 20). Evidence from microstate 
studies suggests that altered resting-state brain network dynamics 
may represent a marker of risk to develop neuropsychiatric 
disorders (28–30), predict clinical variables of an illness (31), 
or help to assess the efficacy of a treatment (32, 33). Only two 
studies investigated resting-state EEG in BD patients (34, 35). 
These studies examined patients during a depressive episode 
within different affective disorders. Adaptive segmentation of 

resting-state EEG showed abnormal microstate topographies and 
reduced overall average microstate duration in patients that met 
criteria for unipolar or bipolar mood disorders or for dysthymia 
(34). Using a k-means cluster analysis, an increased occurrence of 
microstate A with depression as an effect related to the symptom 
severity was observed during a period of depression in unipolar 
and bipolar patients (35).

Trait markers of BD based on neurobiological findings 
can be considered as biomarkers of illness (36, 37). These trait 
markers of BD can be studied during the periods of remission, 
or euthymia. No microstate study on spontaneous activity, 
however, has been performed on euthymic BD patients to the 
best of our knowledge. Thus, the main goal of the current study 
was to explore group differences between euthymic patients with 
BD and healthy controls in terms of resting-state EEG microstate 
dynamics. We hypothesized that BD patients during remission 
will show altered temporal characteristics of EEG microstates 
such as duration, coverage, and occurrence.

MATERIALS AND METHODS

Subjects
Data were collected from 17 euthymic adult patients with BD 
and 17 healthy control (HC) subjects. The patients were recruited 
from the Mood Disorders Unit at the Geneva University 
Hospital. A snowball convenience sampling was used for the 
selection of the BD patients. Control subjects were recruited 
by general advertisement. All subjects were clinically evaluated 
using clinical structured interview [DIGS: Diagnostic for 
Genetic Studies (38)]. BD was confirmed in the experimental 
group by the usual assessment of the specialized program, an 
interview with a psychiatrist, and a semi-structured interview 
and relevant questionnaires with a psychologist. Exclusion 
criteria for all participants were a history of head injury, current 
alcohol, or drug abuse. Additionally, a history of psychiatric or 
neurological illness and of any neurological comorbidity were 
exclusion criteria for controls and bipolar patients, respectively. 
Symptoms of mania and depression were evaluated using the 
Young Mania Rating Scale (YMRS) (39) and the Montgomery-
Åsberg Depression Rating Scale (MADRS) (40), respectively. 
Participants were considered euthymic if they scored < 6 on 
YMRS and < 12 on MADRS at the time of the experiment, and 
were stable for at least 4 weeks before. All patients were medicated, 
receiving pharmacological therapy including antipsychotics, 
antidepressants, and mood stabilizers, and had to be under stable 
medication for at least 4 weeks. The experimental group included 
both BD I (n = 10) and BD II (n = 7) types.

To check for possible demographic or clinical differences 
between groups, subject characteristics such as age, education, 
or level of depression were compared between groups using 
independent t-tests. Anxiety is highly associated with BD (41, 
42) and is a potential confounding variable when investigating 
microstate dynamics at rest. For example, decreased duration 
of EEG microstates at rest in patients with panic disorder has 
been reported (43). To check for possible differences in anxiety 
symptoms, all subjects were assessed with the State-Trait Anxiety 
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Inventory (STAI) (44). Anxiety as an emotional state (state-
anxiety) and anxiety as a personal characteristic (trait-anxiety) 
were evaluated separately. Scores of both state- and trait-anxiety 
range from 20 to 80, higher values indicating greater anxiety. 
The scores were compared between patients and controls using 
independent t-tests.

This study was carried out in accordance with the 
recommendations of the Ethics Committee for Human Research 
of the Geneva University Hospital, with written informed consent 
from all subjects. All subjects gave written informed consent in 
accordance with the Declaration of Helsinki. The protocol was 
approved by the Ethics Committee for Human Research of the 
Geneva University Hospital, Switzerland.

Electroencephalographic Recording and 
Pre-Processing
The EEG was recorded with a high density 256-channel system 
(EGI System 200; Electrical Geodesic Inc., OR, USA), sampling 
rate of 1 kHz, and Cz as acquisition reference. Subjects were 
sitting in a comfortable upright position and were instructed to 
stay as calm as possible, to keep their eyes closed and to relax for 
6 min. They were asked to stay awake.

To remove muscular artifacts originating in the neck and face 
the data were reduced to 204 channels. Two to four minutes of 
EEG data were selected based on visual assessment of the artifacts 
and band-pass filtered between 1 and 40 Hz. Subsequently, in 
order to remove ballistocardiogram and oculo-motor artifacts, 
Infomax-based independent component analysis (45) was 
applied on all but one or two channels rejected due to abundant 
artifacts. Only components related to physiological noise, such as 
ballistocardiogram, saccadic eye movements, and eye blinking, 
were removed based on the waveform, topography, and time 
course of the component. The cleaned EEG recordings were 
down-sampled to 125 Hz and the previously identified noisy 
channels were interpolated using a three-dimensional spherical 
spline (46), and re-referenced to the average reference. All the 
preprocessing steps were done using MATLAB and the freely 
available Cartool Software 3.70 (https://sites.google.com/site/
cartoolcommunity/home), programmed by Denis Brunet.

Electroencephalographic Data Analysis
To estimate the optimal set of topographies explaining the EEG 
signal, a standard microstate analysis was performed using 
k-means clustering (see Supplementary Figure 1). The polarity of 
the maps was ignored in this procedure (18, 47, 48). To determine 
the optimal number of clusters, we applied a meta-criterion that 
is a combination of seven independent optimization criteria (for 
details see 24). In order to improve the signal-to-noise ratio, only 
the data at the time points of the local maximum of the Global 
Field Power (GFP) were clustered (18, 22, 28, 49). The GFP is a 
scalar measure of the strength of the scalp potential field and is 
calculated as the standard deviation of all electrodes at a given 
time point (47, 48, 50). The cluster analysis was first computed 
at the individual level yielding one set of representative maps 
for each subject. Clustering at the group level followed, in which 
the individual representative maps of patients and controls 

were clustered separately. Then all participants’ representative 
maps were clustered at global level yielding one set of maps 
that represented the data of all subjects. This one set of global 
representative maps entered the fitting process and the presence 
of each global map in every subject was determined. This enabled 
us to compare groups in terms of the presence of these global 
maps in the original data, i.e., to compare the microstate temporal 
characteristics between patients and controls.

In order to retrieve the temporal characteristics of the 
microstates, the fitting procedure consisted in calculating the 
spatial correlation between every representative map identified 
at the global level across all subjects and the individual subject’s 
scalp potential map in every instant of the pre-processed EEG 
recording. Each continuous time point of the subject’s EEG (not 
only the GFP peaks) was then assigned to the microstate class 
of the highest correlation (winner-takes-all), again ignoring 
polarity (20, 24, 47, 51). Temporal smoothing parameters 
[window half size = 3, strength (Besag factor) = 10] ensured 
that the noise during low GFP did not artificially interrupt the 
temporal segments of stable topography (18, 47). These segments 
of stable topography assigned to a given microstate class were 
then evaluated. For each subject, three temporal parameters were 
calculated for each microstate class: i) occurrence, ii) coverage, 
and iii) duration. Occurrence indicates how many temporal 
segments of a given microstate class occur in 1 s. The coverage in 
percent represents the summed amount of time spent in a given 
microstate class as a portion of the whole analyzed period. The 
duration in milliseconds indicates the most common amount of 
time that a given microstate class is continuously present. The 
global explained variance for a specific microstate class was 
calculated by summing the squared spatial correlations between 
the representative map and its corresponding assigned scalp 
potential maps at each time point weighted by the GFP (48). 
Global explained variances of all microstate classes were then 
summed yielding the portion of data explained with the set of 
representative maps.

Microstate analysis was performed using the freely 
available Cartool Software 3.70, (https://sites.google.com/site/
cartoolcommunity/home), programmed by Denis Brunet. Mann-
Whitney U test was used to investigate group differences for 
temporal parameters of each microstate. Multiple comparisons 
were corrected using the false discovery rate (FDR) method (52).

Spearman’s rank correlations were calculated between 
the MADRS, YMRS, STAI-state, and STAI-trait scores and 
significant microstate parameters to check for possible 
relationships between symptoms and microstate dynamics. 
Eyes closed spontaneous EEG dynamics are mostly dominated 
by alpha activity (53). To provide an estimate of the absolute 
alpha power of each group, individual EEG data were Fourier 
transformed (Hanning windowing function, common averge 
reference). Mann-Whitney U test was used to investigate group 
differences for mean alpha (8–14 Hz) power across 204 channels. 
To evaluate the role of the alpha rhythm in the appearance of 
the microstates, the Spearman’s rank correlation was calculated 
between Alpha Power and those microstate parameters, in 
which significant group differences were found. All statistical 
evaluations were performed by the routines included in the 
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program package Statistica’13 (1984–2018, TIBCO, Software Inc, 
Version 13.4.0.14).

RESULTS

Clinical and Demographic Variables
There were no significant differences in age and level of education 
between the patient and the control groups. In both groups, 
very low mean scores on depression and mania symptoms were 
observed, which did not significantly differ between the two 
groups. BD patients showed higher scores on state and trait scales 
of the STAI. For all subject characteristics, see Table 1.

Microstate Results
The meta-criterion used to determine the most dominant 
topographies revealed five resting-state microstate maps across 
patients, HCs, and all subjects, explaining 82.1, 83.1, and 82.2% 
of the global variance, respectively (Figure 1). The topographies 
resembled those previously reported as A, B, C, and D 
maps (20, 22, 25, 49) and one of the three recently identified 
additional maps (23). We labeled these scalp maps from A to 
E in accordance with the previous literature on microstates. 
The scalp topographies showed left posterior-right anterior 
orientation (map A), a right posterior-left anterior orientation 
(map B), an anterior-posterior orientation (map C), a fronto-
central maximum (map D), and a parieto-occipital maximum 
(map E).

Since some microstate parameters showed a non-homogeneity 
of variances in the two groups (Levene’s tests for the microstate 
C coverage and microstates A and C duration; p < 0.01), we 
decided to calculate Mann-Whitney U test to investigate group 
differences for temporal parameters of each microstate.

We found significant between-group differences for microstate 
classes A and B. Both microstates showed increased presence in 
patients in terms of occurrence and coverage. The two groups did 
not differ in any temporal parameter of microstates C, D, or E. 
The results of the temporal characteristics of each microstate are 
summarized in Table 2 and Figure 2.

Clinical Correlations
Correlations with clinical parameters were calculated for those 
microstate parameters, in which significant group differences 

TABLE 1 | Subject characteristics.

Characteristic Healthy 
controls 
(n = 17)

Bipolar 
patients 
(n = 17)

t-value p-value

Age: mean ± SD 36.6 ± 14.5 35.9 ± 11.9 ‑0.17 0.87
Gender: male, n 12 12
Handednessa: right, n 14 14
Educationb: mean ± SD 2.3 ± 0.6 2.4 ± 0.5 0.63 0.53
MADRS: mean ± SD 1.4± 1.6 2.3 ± 2.9 1.09 0.29
YMRS: mean ± SD 0.86 ± 1.4 0.76 ± 1.4 ‑0.18 0.86
STAI-state: mean ± SD 26.7 ± 4.8 36.9 ± 15.2 ‑2.13 0.04
STAI-trait: mean ± SD 27.4 ± 5.2 42.9 ± 13.3 ‑3.7 0.001

aEdinburgh inventory (54); bEducation levels: 1 = no high school, 2 = high school, 
3 = university studies.

FIGURE 1 | The five microstate topographies (A–E) identified in the group clusterings across patients (BD) and healthy controls (HC) and in the global clustering 
across all subjects (BD+HC). Note that similar five dominant microstate topographies were identified in all three clusterings.
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were found. The results of Spearman’s rank correlation revealed 
a significant positive association between the coverage of the 
microstate B and the STAI-state (r = 0.40; p < 0.05) and STAI-
trait (r = 0.54; p < 0.05) scores. The results of Spearman’s rank 
correlation revealed a significant positive association between the 
occurrence of the microstate B and the STAI-trait (r = 0.47; p < 
0.05) scores. The results of Spearman’s rank correlation revealed 

no significant associations between the STAI-state or STAI-trait 
scores and the occurrence or coverage of the microstate A (all 
absolute r-values < 0.35).

The results of Spearman’s rank correlation revealed no 
significant associations between the MADRS and YMRS scores 
and the occurrence or coverage of the microstate A and B (all 
absolute r-values < 0.30).

FIGURE 2 | Temporal dynamics of electroencephalographic microstates in patients with bipolar disorder (BD) and in healthy controls (HC). In each subplot, the raw 
data are plotted on top of the boxplot showing the mean ( ), 95% confidence interval (box plot area), 1 standard deviation (whiskers), and significant differences (*). 
In all plots, x-axes represent the subject group; y-axes represent the occurrence (upper plots) or coverage (lower plots). Note significantly increased occurrence and 
coverage of the microstate A and B in the BD compared to HC group (FDR corrected p < 0.05).

TABLE 2 | Mann-Whitney U test for group comparisons in the investigated microstate parameters.

Microstate A B C D E

Occurrence (s-1)
Patients (mean ± s.d.) 4.5 ± 1.1 3.9 ± 1.1 5.2 ± 1.1 3.9 ± 2.2 1.9 ± 1.2
Controls (mean ± s.d.) 3.4 ± 1.2 3.0 ± 1.1 5.0 ± 1.1 3.4 ± 2.1 2.0 ± 1.3
Z-value 2.51 2.51 –0.03 0.65 –0.14
Uncorrected p-value 0.01 0.01 0.97 0.51 0.89
FDR corrected p-value 0.03 0.03 0.97 0.85 0.97
Coverage (%)
Patients (mean ± s.d.) 18.9 ± 6.5 16.0 ± 7.8 25.1 ± 8.6 18.5 ± 12.3 6.4 ± 5.1
Controls (mean ± s.d.) 13.3 ± 4.9 11.4 ± 6.0 34.7 ± 16.8 17.0 ± 12.0 7.0 ± 5.3
Z-value 2.62 2.79 –1.69 0.17 –0.21
Uncorrected p-value 0.009 0.005 0.09 0.86 0.84
FDR corrected p-value 0.02 0.02 0.15 0.86 0.86
Duration (ms)
Patients (mean ± s.d.) 26 ± 4 25 ± 4 29 ± 4 26 ± 6 21 ± 4
Controls (mean ± s.d.) 24 ± 1 24 ± 3 35 ± 9 27 ± 6 22 ± 4
Z-value 1.38 1.03 –2.27 0.17 –0.69
Uncorrected p-value 0.17 0.30 0.02 0.86 0.49
FDR corrected p-value 0.42 0.50 0.12 0.86 0.61
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Alpha Rhythm
The Mann-Whitney U test showed significantly decreased 
alpha power (p < 0.03, Z-value 2.7) in the BD compared to HC 
group (see Figure 3). The results of Spearman’s rank correlation 
revealed no significant associations between the alpha power 
and occurrence or coverage of microstates A and B (all absolute 
r-values < 0.40).

DISCUSSION
Our study presents the first evidence for altered resting-state 
EEG microstate dynamics in euthymic patients with BD. Patients 
were stable and did not significantly differ in their depressive or 
manic symptomatology from HCs at the time of experiment. 
Despite this fact, they showed abnormally increased presence of 
microstates A and B, the latter correlating with the anxiety level.

In an earlier combined fMRI-EEG study the microstate A was 
associated with the auditory network (49). Moreover, generators 
of the functional EEG microstates were estimated in recent 
studies, where sources of the microstate A showed left-lateralized 
activity in the temporal lobe, insula, mPFC, and occipital gyri 
(23, 24).

In the fMRI literature as well, resting-state functional 
connectivity alterations of the insula (55), the auditory network 
(56), and the mPFC (57) were reported in BD patients. Verbal 
episodic memory deficits and language-related symptoms in 
BD patients were suggested to be associated with a diminished 

functional connectivity within the auditory/temporal gyrus and 
to be compensated by increased fronto-temporal functional 
connectivity (56). The mPFC was also identified as a major locus 
of shared abnormality in BD and schizophrenia (58), showing 
reduced default mode network connectivity from the mPFC 
to the hippocampus and fusiform gyrus, as well as increased 
connectivity between the mPFC and primary visual cortex in 
BD. Hypoconnectivity of the default mode network from the 
left posterior cingulate cortex to the bilateral mPFC and bilateral 
precuneus, and reduced salience connectivity of the left sgACC to 
the right inferior temporal gyrus in BD patients (57) was observed 
in unmedicated BD patients. In euthymic BD subjects compared 
to HCs, resting-state functional connectivity of the insula (59) 
and amygdala (60) to other brain regions was reported to be 
increased and decreased, respectively. In summary, the evidence 
from fMRI studies shows both hypoconnectivity (57, 58) and 
hyperconnectivity (56, 58, 59) pointing to complex alterations 
of functional resting-state networks. Our findings of increased 
presence of the microstate A in euthymic BD patients might be 
related to the hyperconnectivity of the underlying networks that 
involve the temporal lobe, insula, mPFC, and occipital gyri.

Anxiety symptoms were previously associated with greater 
severity and impairment in BD (41) and euthymic bipolar patients 
tend to present high residual level of anxiety (61), as it was the case 
here. No significant correlation was found between the increased 
anxiety scores and the increased occurrence or coverage of the 
microstate A. Our results therefore indicate that this alteration of 
microstate dynamics might represent a characteristic feature of 

FIGURE 3 | The alpha power in patients with bipolar disorder (BD) and healthy controls (HC). Raw data are plotted on top of each boxplot showing the mean ( ), 
95% confidence interval (box plot area), and non-outlier range (whiskers). The x-axis represents the subject group; the y-axis represents the average alpha (8–14 Hz) 
power across 204 channels. Note significantly decreased alpha power in the BD compared to HC group (p < 0.03, Z value 2.7).
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BD that is not affected by anxiety. The demonstrated alterations 
in microstate A dynamics during clinical remission might reflect 
i) an impaired resting-state large-scale brain network dynamics 
as a trait characteristic of the disorder and/or ii) a compensatory 
mechanism needed for clinical stabilization of the disorder.

Our study is the first to examine EEG microstate dynamics 
of spontaneous activity in BD patients during remission. The 
here demonstrated group difference of BD patients vs. controls, 
is not congruent with the previously reported reduced duration 
of the EEG microstates during a depressive episode (34). The 
experimental group in that study was not restricted to bipolar 
patients, however, and included also patients who met the 
criteria for unipolar depression or dysthymia. Moreover, authors 
examined the overall microstate duration and did not examine 
distinct microstates separately. These and other aspects, such as 
different clustering methods used, make it difficult to compare 
our findings with that early evidence of disrupted microstate 
dynamics in depression. Nevertheless, in our recent resting-state 
study we showed positive associations of depressive symptoms 
with the occurrence of microstate A in a heterogenous group of 
patients with affective disorders (35).

The microstate B was previously associated with the visual 
network (23, 24, 49, 62) and thoughts related to the conscious 
experience of an episodic autobiographic memory, i.e., mental 
visualization of the scene (24). In our group of BD patients, we 
found an abnormally increased presence of microstate B that 
was associated with a higher anxiety. In particular, the occurence 
together with coverage and only the coverage were positively 
correlated with scores of trait and state anxiety, respectively. The 
observed change in microstate B dynamics might be, therefore, more 
related to a relatively stable disposition than to the actual emotional 
state. Previous studies also suggest that anxiety may influence 
visual processing (63, 64) and that connections between amygdala 
and visual cortex might underlie enhanced visual processing of 
emotionally salient stimuli in patients with social phobia (65). 
Our finding of increased presence of microstate B positively 
associated with anxiety level in euthymic BD patients is consistent 
with these observations. Additionally, a more regular appearance 
for microstate B and increased overall temporal dependencies 
among microstates were recently reported in mood and anxiety 
disorders, suggesting a decreased dynamicity in switching between 
different brain states in these psychiatric conditions (66). Another 
microstate study on anxiety disorders reported a decreased overall 
resting-state microstate duration in panic disorder (43). That early 
study, however, did not assess temporal characteristics of different 
microstates separately and it is therefore difficult to compare those 
findings with our observations. Further evidence is needed to 
determine, whether the increased presence of microstate B in our 
experimental group is a characteristic feature of BD or anxiety, or 
whether it is related to both conditions.

We found an unchanged duration but a higher occurence and 
coverage of A and B microstates in BD patients. In other words, 
an unchanged sustainability in time and still increased presence 
of these microstates in patients compared to HCs were observed. 
Possible explanation for this finding appears to be a redundance 
in activation of the sensory and autobiographic memory networks 
during spontaneous mentation in euthymic BD patients. Changes 

in A and B microstate occurence, duration, and coverage 
have been reported in several psychiatric conditions such as 
schizophrenia, dementia, narcolepsy, multiple sclerosis, panic 
disorder, etc. (for review see 20). In schizophrenia patients, both 
increased (30) and decreased (67, 68) durations of microstate B as 
well as increased occurrence of microstate A (68) were reported. 
Increases in duration and occurrence of microstates A and B 
were also observed in patients with multiple sclerosis, moreover 
predicting depression scores and other clinical variables (31). 
It was suggested that multiple sclerosis affects the “sensory” 
(visual, auditory) rather than the higher-order (salience, central 
executive) functional networks (20). Our findings of impaired 
dynamics in microstates A and B suggest a similar interpretation 
for the BD. Although the pathophysiology in multiple sclerosis 
differes from that in depression, the increased presence of A and 
B microstates might reflect aberrant temporal functioning of 
sensory-related and memory networks in both diseases. Evidence 
from fMRI studies points to topographical dysbalances between 
the default mode and sensorimotor networks in BD patients with 
opposing patterns in depression and mania (69). Cyclothymic and 
depressive temperaments were associated with opposite changes 
in the sensorimotor network variability in the resting state signal 
measured by fractional standard deviation of blood-oxygen-level 
dependent signal (70). Our findings of altered microstates A and 
B dynamics is consistent with this fMRI evidence of impaired 
sensorimotor network in affective disorders, and moreover 
suggests that neural correlates of these deficits are prominent even 
during the euthymic state in BD patients.

It is known that EEG microstate dynamics during eyes 
closed and eyes open resting-state is different. Manipulations 
of visual input showed increased occurrence and coverage of 
microstate B and shorter duration of microstate A in the eyes 
open condition in healthy young adults (71). Further studies are 
needed to investigate, whether the here observed abnormalities 
of the A and B microstates in BD patients are still present in the 
eyes open condition.

BD patients were previously shown to display lower alpha 
power as compared to HCs (72), as it was the case here. We failed, 
however, to find any significant correlation between the altered 
microstate dynamics and decreased alpha power. Our findings, 
therefore, further support the previously reported independence 
of microstates from EEG frequency power fluctuations (49).

In summary, results of the current study seem to indicate that 
dysfunctional activity of resting-state brain networks underlying 
microstates A and B is a detectable impairment in BD during an 
euthymic state. The presence of microstate A and B represents 
measures that might be implicated in clinical practice, although 
using these parameters for early identification of BD at individual 
level could prove challenging. If future studies confirm the 
same pattern in prodromal or vulnerable subjects, it could help 
detection of at-risk subjects and therefore the possiblility for early 
intervention. The present study has, however, some limitations. 
Our low sample size made it impossible to examine any 
potential influence of medication on the microstate parameters 
by comparing patients receiving a specific drug with those not 
receiving it. Possible effects of medication on our results should 
be therefore taken into account. Due to the same reason, it was 
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not possible to examine any potential influence of subtypes of BD 
on microstate results.

CONCLUSIONS
Our study described altered EEG resting-state microstate 
temporal parameters in euthymic bipolar patients. Our findings 
provide an insight into the resting-state global brain network 
dynamics in BD. Since the increased presence of microstate A 
is not unique to BD patients, having been reported also in other 
psychiatric disorders (see 20), it might be considered only as 
a non-specific electrophysiological marker of BD. Moreover, 
studies examining possible interactions between microstate 
dynamics and BD symptoms are needed to better understand the 
dysfunction of large-scale brain network resting-state dynamics 
in this affective disorder.
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SUPPLEMENTARY FIGURE 1 | Microstate analysis: (A) resting-state EEG 
from subsample of 16 out of 204 electrodes; (B) global field power (GFP) curve 
with the GFP peaks (vertical lines) in the same EEG period as shown in (A); 
(C) potential maps at successive GFP peaks, indicated in (B), from the first 
1 s period of the recording; (D) set of five cluster maps best explaining the 
data as revealed by k-means clustering of the maps at the GFP peaks; (E) the 
original EEG recording shown in (A) with superimposed color-coded microstate 
segments. Note that each time point of the EEG recording was labelled with 
the cluster map, shown in (D), with which the instant map correlated best. 
The duration of segments, occurrence, and coverage for all microstates were 
computed on thus labeled EEG recording.
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Altered directed functional 
connectivity of the right amygdala 
in depression: high-density EEG 
study
Alena Damborská   1,2,3,6*, Eliška Honzírková2, Richard Barteček   2,3, Jana Hořínková2,3, 
Sylvie Fedorová2,3, Šimon Ondruš2,3, Christoph M. Michel1,4 & Maria Rubega   1,5,6

The cortico-striatal-pallidal-thalamic and limbic circuits are suggested to play a crucial role in the 
pathophysiology of depression. Stimulation of deep brain targets might improve symptoms in 
treatment-resistant depression. However, a better understanding of connectivity properties of deep 
brain structures potentially implicated in deep brain stimulation (DBS) treatment is needed. Using high-
density EEG, we explored the directed functional connectivity at rest in 25 healthy subjects and 26 
patients with moderate to severe depression within the bipolar affective disorder, depressive episode, 
and recurrent depressive disorder. We computed the Partial Directed Coherence on the source EEG 
signals focusing on the amygdala, anterior cingulate, putamen, pallidum, caudate, and thalamus. The 
global efficiency for the whole brain and the local efficiency, clustering coefficient, outflow, and 
strength for the selected structures were calculated. In the right amygdala, all the network metrics were 
significantly higher (p < 0.001) in patients than in controls. The global efficiency was significantly higher 
(p < 0.05) in patients than in controls, showed no correlation with status of depression, but decreased 
with increasing medication intake ( ‐= . = .R 0 59 and p 1 52e 052 ). The amygdala seems to play an 
important role in neurobiology of depression. Practical treatment studies would be necessary to assess 
the amygdala as a potential future DBS target for treating depression.

Affective disorders belong to the most common and most serious psychiatric disorders1. A crucial role of the 
cortico-striatal-pallidal-thalamic and limbic circuits in the neurobiology of depression was repeatedly reported2–4. 
Magnetic resonance imaging, functional magnetic resonance imaging (fMRI), magnetoencephalographic, and 
electroencephalographic (EEG) studies have confirmed that depressive patients show structural impairments and 
functional dysbalances of brain networks that involve structures engaged in (a) emotions, i.e. amygdala, subgenual  
anterior cingulate, caudate, putamen and pallidum3,5–12; (b) self-referential processes, i.e. medial prefrontal cor-
tex, precuneus, and posterior cingulate cortex13,14; (c) memory, i.e. hippocampus, parahippocampal cortex15; (d) 
visual processing, i.e. fusiform gyrus, lingual gyrus, and lateral temporal cortex16; and (e) attention, i.e. dorso-
lateral prefrontal cortex, anterior cingulate cortex (ACC), thalamus, and insula10–12,17. Moreover, post-mortem 
morphometric measurements revealed smaller volumes of the hypothalamus, pallidum, putamen and thalamus 
in patients with affective disorders18.

Many depressive patients fail to respond to pharmacological therapy resulting in 1–3% prevalence of 
treatment-resistant depression (TRD)19. One of the newest therapeutic approaches for TRD is an invasive direct 
electrical stimulation of relevant deep brain structures20. Both unipolar and bipolar depression patients might 
benefit from deep brain stimulation (DBS) treatment21, although an optimal approach, including selection of an 
optimal target structure, has yet to be established. Selection of the brain structures, that are currently being tested 
as DBS targets for treating depression20, is mostly supported with the evidence from lesional22,23, animal24–30, 
and neuroimaging31–38 studies. The latter approach provides evidence from a network perspective39,40 showing 
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dysbalances in the intrinsic functional architecture of the brain. During a resting state, patients with depression as 
compared to healthy controls show hyperconnectivity within the default mode network13,33,38, hypoconnectivity 
within the frontoparietal network41,42, hyperconnectivity between the default mode and frontoparietal networks43, 
and dysbalances in connectivity within the salience44,45 and dorsal attention46 networks. Functional connectivity 
anomalies between the hippocampus, cortical and subcortical regions47 similar to those observed in humans 
with depression, were also observed in a genetic rat model of major depression. The pathophysiological basis of 
depression, however, still remains incompletely understood. Particularly, better understanding of the connectivity 
properties of deep brain structures potentially implicated in DBS treatment could have an important value.

Neuroimaging techniques, such as fMRI and EEG, allow to investigate the integration of functionally spe-
cialized brain regions in a network. Inferring the dynamical interactions among simultaneously recorded brain 
signals can reveal useful information in abnormal connectivity patterns due to pathologies.

The connectivity studies based on fMRI are usually based on correlation analyses without providing knowl-
edge about the direction of the information flow between the examined regions. Understanding the directionality 
is, however, crucial when searching for suitable DBS targets for treating TRD, because the antidepressant effect 
of DBS treatment might be caused by changes in the activity of remote structures that receive inputs from the 
stimulated region. For example, it has been hypothesized that DBS applied in the nucleus accumbens might 
influence the activity in the ventral (subgenual ACC, orbitofrontal and insular cortices) and dorsal (dorsal ACC, 
prefrontal and premotor cortices) subnetworks of the depression neurocircuitry48. Causal link between a func-
tional inhibition of the lateral habenula and reduction of the default mode network hyperconnectivity was shown 
on a rat model of depression30, which might explain the therapeutic effect of the lateral habenula DBS in TRD 
patients49. In other words, the functional inhibition of a deep brain structure via DBS might cure depression 
through reduction of the hyperconnectivity in the large-scale brain network. Another example of a particular role 
of the stimulated structure in the large-scale neural communication is the ACC, whose possible integrative role 
in cognitive processing50,51 might explain the most recently reported high efficacy of DBS to subgenual ACC in 
treating depression52.

The growing interest in investigating the dynamical causal interactions that characterize resting-state or 
task-related brain networks has increased the use of adaptive estimation algorithms during recent years. 
Particularly, Granger causality based on adaptive filtering algorithms is a well suited procedure to study dynami-
cal networks consisting of highly non-stationary neural signals such as EEG signals53,54. The adaptive filtering 
enables to deal with time-varying multivariate time-series and test direct causal links among brain regions. A 
signal x is said to Granger-cause another signal y if the history of x contains information that helps to predict y 
above and beyond the information contained in the history of y alone55.

Aberrant functional EEG-based connectivity in depressive patients was reported in studies where network 
metrics were computed directly between sensor recordings56–61. Since each EEG channel is a linear mixture of 
simultaneously active neural and other electrophysiological sources, whose activities are volume conducted to 
the scalp electrodes, the utility of such observations on the sensor level is limited62,63. This limitation is particu-
larly remarkable in connectivity studies which aim to identify the real active relations between brain regions. 
Connectivity analysis performed in the source space enables to partially overcome this issue62. Indeed, Partial 
Directed Coherence estimators do not take into account zero-lag interactions that describe the instantaneous 
propagation of activity, considering the zero-phase connectivity as noise added to lagged connectivity patterns of 
interest. For this reason, directed functional connectivity analysis based on electrical source imaging proved to 
be a promising tool to study the dynamics of spontaneous brain activity in healthy subjects and in various brain 
disorders64–66. Despite this fact, the electromagnetic imaging has not been yet used in patients with depression to 
study the directed connectivity of resting-state networks.

In the current study, we explored the directed functional connectivity at rest in depression using high-density 
EEG. We computed the Partial Directed Coherence on the source EEG signals focusing on the role of the amyg-
dala, anterior cingulate, putamen, pallidum, caudate, and thalamus in large-scale brain network activities. We 
hypothesized that the resting-state directed functional connectivity in these deep brain structures might be dis-
rupted in patients with depression compared to healthy controls.

Results
In line with the aim of the study we focused on resting-state electrophysiological activity of twelve regions of 
interest (ROIs) of selected deep brain structures. Further details on results on the ROIs of the whole brain are 
reported in the Supplementary Information.

Power spectra.  We found an overall increase in power in theta and alpha frequency bands in patients com-
pared to controls at both the population and single-subject levels. At the population level, significantly higher 
power (p < 0.05) in patients was found in all investigated subcortical regions in both frequency bands (see Fig. 1). 
At the single-subject level, a significantly higher power (p < 0.05) in patients than in controls was observed in the 
[4–12] Hz frequency range bilaterally in the thalamus, pallidum, putamen, and caudate. Moreover, a significant 
left-lateralized power increase (p < 0.05) in patients vs controls was observed in the anterior cingulate and amyg-
dala in this frequency range (see Fig. 2b).

We found a significantly decreased power in delta [1–4] Hz and beta [12–18] Hz frequency bands in patients 
compared to controls in all investigated ROIs, when evaluating the results at the population level (Fig. 1). At the 
single-subject level, delta power was significantly decreased in patients vs controls in the right caudate, putamen, 
and pallidum (Fig. 2a). There was no significant difference in beta power between the two groups in any investigated  
ROI at the single-subject level (see Fig. 2c).
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Network metrics.  The connectivity network measures that we performed in the [4–12] Hz frequency 
range, showed increased values in patients compared to controls at both levels. At the population level, the local 
efficiency measured in patients was higher than in controls in all examined subcortical ROIs (see Fig. 3). At 
the single-subject level, the global efficiency was significantly higher (p < 0.05) in patients (mean ± standard 

Figure 1.  Parametric power spectral density (PSD) of the population subjects representing controls (A) vs 
patients (B) in the subcortical regions of interest. Power significantly increases within the interval [4–12] Hz 
(indicated with vertical dashed lines) in theta ([4–8] Hz) and alpha ([8–12] Hz) bands and decreases in delta 
([1–4] Hz) and beta ([12–18] Hz) bands in patients compared to controls (p < 0.05) in the subcortical regions 
of interest. Continuous and dashed lines indicate the results for structures in the right and left hemispheres, 
respectively.

Figure 2.  Boxplots to graphical illustrate the distribution of power of controls (green boxes) and patients (red 
boxes) in (a) [1–4] Hz, (b) [4–12] Hz and (c) [12–18] Hz. One star (*) stands for significant statistical difference 
with p < 0.05 and two stars (**) for p < 0.001. Power in [4–12] Hz significantly increases in patients compared 
to controls in all examined anatomical brain structures.
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deviation: 0.0129 ± 0.0021) than in controls (mean ± standard deviation: 0.0126 ± 0.0019). Considering all brain 
regions, the local efficiency tended to be higher in patients compared to controls (see Supplementary Fig. S2) but 
the significant differences corresponded only to the right precentral, amygdala and caudate regions (p < 0.05). 
We observed significant correlations between the local efficiency and power in the [4–12] Hz frequency range 
in subcortical ROIs but it was not generalized among all twelve subcortical ROIs (see Supplementary Fig. S3). 
No significant correlations were found between the local efficiency and power in delta and beta bands. All the 
network measures computed on the twelve selected ROIs showed significantly higher values in patients than in 
controls in the right amygdala. The strength, local efficiency, and clustering coefficient of the right caudate were 
significantly higher in patients than controls, while there was no significant difference between the groups in 
the outflow from this ROI. There were no significant differences in any network metric in the anterior cingulate, 
thalamus, pallidum, or putamen (see Fig. 4).

There were no statistical differences in the network metrics estimated between the left and right hemisphere 
in each subject. The laterality indices showed that neither controls, nor patients had a lateralization in connec-
tivity results of the six investigated deep brain structures. No significant differences in the laterality indices were 
observed comparing controls and patients.

Effect of medication on network impairments.  We found no correlation of the connectivity results 
with the intake of benzodiazepines, while there was a significant relationship between the global efficiency as 
predictor of the intake of AD/AP/MS medication (AD/AP/MS ~ 1 + GE + GE2; Root Mean Squared Error: 0.716; 
R 0 59;2 = .  F-statistic vs. constant model: 18.7, = . −p 1 52e 05). The global efficiency decreased with increasing 
medication score (see Fig. 5). We observed no significant correlation ( < . > .R 0 05 and p 0 82 ) between the con-
nectivity results and any of the parameters that describe the status of depression (MADRS score, CGI score, illness 
duration, and the number of episodes) or the demographic profile (age and education level).

Discussion
In this study, we investigated resting-state network alterations using iPDC on source signals of high-density EEG 
in patients with depression compared to healthy controls. We explored the directed functional connectivity of 
the amygdala, anterior cingulate, putamen, pallidum, caudate, and thalamus, among them and with all the other 
brain regions in the time and frequency domain. We exploited the Kalman filter algorithm67 assuming that resting 
state EEG segments were multiple realizations of the same process. Although we collapsed the temporal dimen-
sion to evaluate the network metrics, we decided to use a time-varying adaptive algorithm instead of a stationary 
autoregressive model to take into account the possible non-stationarity of the EEG signal and to more accurately 
capture this variability before collapsing the time with a summary measure, e.g., the median.

To sum up, we demonstrated that in patients with moderate to severe depression: (1) the directed functional 
connectivity was significantly increased compared to controls in the right amygdala and the right caudate; (2) the 
power in theta and alpha frequency bands was significantly increased compared to controls in all investigated 
brain anatomical structures; (3) higher medication intake was associated with lower overall driving from the 
investigated regions.

Increased right amygdala directed functional connectivity in depression.  The most robust finding  
in our study was an abnormally increased directed functional connectivity in the right amygdala during 
resting-state in depressive patients. Even though the left-right asymmetry was not demonstrated by the laterality 
indices, a right-lateralized hyper-connectivity, as revealed with all the computed network metrics, was observed 

Figure 3.  Local efficiency computed in the two population subjects representing (a) controls and (b) 
patients. Note that all subcortical regions of interest (ROIs) revealed higher values for patients than 
controls corresponding to the same tendency observed in all ROIs of the brain at the single-subject level (see 
Supplementary Figs. S1, S2). The efficiency for each ROI is represented by a sphere centered on the cortical 
region, whose radius is linearly related to the magnitude. Such information is also coded through a color scale.
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in the amygdala. We observed an increase in outgoing connections from the right amygdala as reflected with sig-
nificantly higher outflow and strength in patients compared to controls. Moreover, we found a hyper-connectivity 
in the local networks of the right amygdala as reflected with significantly higher local efficiency and clustering 
coefficient in patients compared to controls.

We also found a significantly higher global efficiency in patients compared to healthy controls. This network 
feature had the same trend at the population level. Namely, we observed abnormally increased local efficiency of 
all examined deep brain structures in depressive patients. The efficiency measures the ability of a neural network 
to integrate and combine information. The deeper regions have a key role as hubs of the large-scale brain net-
works, so changes in their local connectivity properties might have also led to connectivity changes in the whole 
brain.

The amygdala is involved in processing salient stimuli68,69 and has been implicated as one of the central hubs 
within the affective salience network70–72. There is converging evidence from the neuroimaging studies that points 
to an abnormally increased connectivity and heightened activation of the amygdala in major depressive disorder 
(MDD) patients73,74. Reduced connectivity75,76 and anomalous subregional functional resting-state connectiv-
ity of the amygdala77 were also reported. Distinct network dysfunctions in MDD were suggested to underlie 
adult-specific amygdala resting-state fMRI connectivity impairment within the affective network, presumably  
reflecting an emotional dysregulation in MDD76. Hyperconnectivity between the amygdala, default mode 

Figure 4.  Boxplots to graphically illustrate the distribution of (a) local efficiency, (b) clustering coefficient, (c) 
strength, and (d) outflow in controls (green boxes) and patients (red boxes). One star (*) stands for significant 
statistical difference with p < 0.05 and two stars (**) for p < 0.001. All network metrics that refer to the right 
amygdala significantly differ between controls and patients (p < 0.001), applying the Bonferroni correction 
(p < 0.05/12 → p < 0.0042).

Figure 5.  Relationship between the intake of antidepressants/antipsychotics/mood stabilizers (AD/AP/MS) 
and the global efficiency (GE). Note that higher medication intake is associated with lower GE. The orange 
dotted line stands for the predicted value of AD/AP/MS for each patient using GE as predictor. For values of the 
AD/AP/MS medication scale the reader is referred to the legend of Table 2.
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network and salience network was also found to be related to depressive symptoms suggesting to underlie the 
poststroke depression in temporal lobe lesions78. Unfortunately, the directionality of connections, which might 
be of interest when considering a structure as a potential DBS-target for treatment of TRD, cannot be inferred 
from these functional studies. There are only rare EEG-based connectivity studies focusing on depressive  
symptoms58–60,79 that are, however, conducted only on a non-clinical population79 or with connectivity parameters 
calculated at the sensor level57–61. Authors of one of these studies79 suggested an inability of the left dorsolateral 
prefrontal cortex to modulate the activation of the left temporal lobe structures to be a crucial condition for rumi-
native tendencies. Interestingly, in the current study we demonstrated an abnormal increase in directed functional 
connectivity arising from the right amygdala. This increased connectivity in depressive patients could reflect an 
abnormal functioning of the right amygdala. Such dysfunction might represent an impaired bottom-up signa-
ling for top-down cortical modulation of limbic regions, leading to an abnormal affect regulation in depressive  
patients.

The increased functional connectivity in amygdala is likely related to structural changes observed in depression.  
Enlarged amygdala volumes was found in first-episode depressive patients that positively correlated with severity 
of depression80. Higher grey matter volume was detected in bilateral amygdala of TRD patients compared to 
non-TRD patients, irrespective whether the patients presented bipolar or unipolar features and was suggested to 
reflect vulnerability to chronicity, revealed by medication resistance81. Larger right amygdala volume was, however,  
also suggested to be associated with greater chances of remission in bipolar disorder82.

In our study we aimed to investigate the directed functional connectivity in amygdala to provide knowledge 
on neurobiology of depression that is needed to evaluate this structure as a possible candidate for DBS treatment 
in depression. Despite myriad of DBS targets for treating depression tested in humans20, the amygdala is not 
among them. The possible safety and utility of DBS in the amygdala could only be inferred from studies, in which 
the amygdala-DBS was performed for other neuropsychiatric diagnoses, such as epilepsy83–86, post-traumatic 
stress disorder87,88, and autism89. In one of these studies transient stimulation-related positive shift in mood was 
observed84. Particularly, the stimulation of the right amygdala induced a transient decrease in the negative affec-
tive bias, i.e. the tendency to interpret ambiguous or positive events as relatively negative. In this case study, 
an epileptic patient with MDD rated the emotional facial expressions as more positive with stimulation than 
without. The stimulation effect might have been associated with a transient normalization of likely impaired 
function of the right amygdala in that patient. We can only speculate, whether this dysfunction was in terms of 
hyper-connectivity similar to that observed in our study and whether it was temporally decreased by inhibitory 
effect of the stimulation.

Increased right caudate directed functional connectivity in depression.  We demonstrated 
that during resting state, patients had significantly higher right caudate directed functional connectivity than 
healthy controls. Despite no significant difference between groups in the caudate outflow, we observed an abnor-
mally increased strength of outgoing connections from the right caudate in patients. Moreover, we found a 
hyper-connectivity in the local networks of the right caudate as reflected with significantly higher local effi-
ciency and clustering coefficient in patients compared to controls. Caudate hyperactivation and increased 
caudate-amygdala and caudate-hippocampus fMRI connectivity during stress was previously reported in remit-
ted individuals with recurrent depression90. The here observed EEG-based functional caudate hyperconnectivity 
suggests striatal dysfunction even during resting-state in depressed patients. Our finding is consistent with a 
compelling evidence directly associating cortico-basal ganglia functional abnormalities with primary bipolar 
and unipolar spectrum disorders91. Deficits in resting-state default-mode network connectivity with the bilat-
eral caudate were suggested to be an early manifestation of MDD92. Reduced grey matter volume in the bilateral 
caudate12,93–95, diffusion tensor imaging-based hypoconnectivity between the right caudate and middle frontal 
gyrus96, and altered functional connectivity of the right caudate with the frontal regions94 was observed in MDD 
patients. In a post-mortem morphometric study in late-life depressive subjects, reduction in neuronal density was 
found in both the dorsolateral and ventromedial areas of the caudate nucleus97. Associations between increased 
white matter lesion volumes and a decreased right caudate volume in the late-life depression was reported98. In 
mild to moderately depressed patients no change in caudate gray matter volumes were found99 suggesting inverse 
correlation between the caudate volume and severity of depression.

We found no significant differences in any network metric in the putamen, pallidum, thalamus, and ante-
rior cingulate. It is possible, however, that examining these structures as a whole might be insensitive to differ-
ent changes in their relevant subregions. Only the medial part of the thalamus is expected to play a role in the 
experience of affect73,100. Reduced activity in the dorsal ACC but increased activity in the subgenual ACC have 
been found in acute depression in functional imaging studies101,102. Moreover, we must take into account the 
limitations of our methodological approach, i.e. the source localization of the EEG activity in the subcortical 
regions. We have to keep in mind that the spatial resolution in detecting and distinguishing neighboring brain 
regions is about 24 mm103. Therefore, our results in the caudate, putamen and pallidum are probably overlapping 
due to smearing of the sources. Keeping in mind these limitations and with respect to the lower robustness of 
our findings in the caudate, we can just encourage researchers to further investigate the neuropathophysiol-
ogy of depression associated with the caudate nucleus functioning. More evidence from neuroimaging studies 
is needed to provide arguments for the next caudate-DBS tests in treating TRD. In an early case study, DBS of 
the ventral caudate nucleus markedly improved symptoms of depression in a patient with MDD and comorbid 
obsessive-compulsive disorder104. No change in depressive symptoms, however, was recently observed during 
the stimulation of the caudate in a study of three TRD patients105 and authors concluded the caudate to be less 
promising DBS target than the nucleus accumbens.
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Increased theta and alpha powers in depression.  We found a significantly higher power in the theta 
and alpha frequency bands in the depressed compared to the healthy control group in all the investigated subcor-
tical structures consistently at both the population and single-subject levels. The power decrease in the beta and 
delta frequency bands was observed only in the right striatum at both levels.

Our findings might be in line with previous observations in the sensor space of the scalp EEG. Abnormally 
high power in alpha106–108 and theta106,108,109 frequency bands in parietal and occipital regions were found in 
depressed patients, lower than normal beta and delta power were also reported108. Recent evidence points, how-
ever, to opposite power changes showing that theta and alpha power might decrease, while beta power increases 
in depression110. Moreover, the same study reported negative association of the posterior alpha power with the 
depression severity. While changes in cortical theta and alpha activity were suggested to be inversely related to the 
level of cortical activation, enhancement of the cortical beta power was suggested to reflect higher level of anxiety 
symptoms in depressed patients106. To the best of our knowledge there is only one study that directly recorded 
electrophysiological activity in subcortical structures in depressive patients. In this study, a larger alpha activity 
in MDD patients compared with obsessive compulsive disorder was found in the limbic DBS targets (the anterior 
cingulate and the bed nucleus of the stria terminalis)111. Moreover, in the same study, the increased alpha power 
correlated with severity of depressive symptoms. Nevertheless, in spite of parallels with prior reports, the current 
link between the power changes in subcortical structures and depression awaits replication.

Lower network impairments with more medication.  We found an inverse relationship between the 
intake of medication and the impairment of the investigated networks. Particularly, increased intake of antide-
pressants, antipsychotics, and mood stabilizers was associated with reduction of the global efficiency. This finding 
might be related to the pharmacological effect on the brain activity, i.e. a change towards the normalization of the 
hyper-connectivity in the cortico-striatal-pallidal-thalamic and limbic networks. The low sample size and great 
variability in medication made it, however, impossible to examine any potential influence of medication on the 
network impairments by comparing patients receiving a specific drug with those not receiving it. To summarize 
the various medications, an ordinal variable was used that is only a rough measurement of medication usage. 
Moreover, the duration of the illness rather than the duration of the specific drug intake was considered in our 
study. Only doses of medication actually taken at the time of experiment were taken into consideration. The possi-
ble accumulated effect of specific drugs on connectivity results, thus, cannot be assessed. Therefore, the observed 
relationship between the global efficiency and medication should be viewed with caution. Interestingly, we have 
not found significant correlation between the global efficiency and intake of benzodiazepines. This negative find-
ing suggests that even though benzodiazepines are known to have an effect on electrophysiological correlates of 
brain functions, the network properties might not be influenced. There were no significant correlations between 
the connectivity results and depressive symptom severity or other parameters describing the status of depression 
within the patient group. We suppose that heterogeneity of our dataset, in which patients with different disorders 
were included, might underlie this observation. We also found no relation between the connectivity results and 
education level or age. This finding suggests independence of the observed impairment on these demographic 
variables, however, the current sample size might be insufficient for such investigations.

Limitations of the study.  We here report sources of scalp-recorded electrophysiological brain activity in deep 
brain structures. We are aware of the limitations of EEG in sensing deep brain structures. However, previous 
work using simulations and source reconstruction provided indirect evidence for the detectability of subcor-
tical sources in non-invasive EEG and magnetoencephalographic recordings112–115. Moreover, recent simulta-
neous scalp and intracranial recordings directly demonstrated that activity in deep brain structures spread to 
the scalp103,116. While Seeber and colleagues103 used individual head models that improve source localization 
precision, a generic head model was used in the magnetoencephalographic study by Pizzo et al.116, similar to the 
approach used in our study. Nevertheless, the results that we report have to be interpreted with caution and need 
further validation by intracranial recordings in future studies.

Conclusions
We found an overall increase in power in theta and alpha frequency bands in depressive patients compared to 
healthy controls in the subcortical regions constituting the cortico-striatal-pallidal-thalamic and limbic circuits. 
The network measures showed a higher than normal functional connectivity arising from the right amygdala in 
depressive patients. The amygdala seems to play an important role in neurobiology of depression. Resting-state 
EEG directed functional connectivity is a useful tool for studying abnormal brain activity in depression.

Methods
Subjects.  Data were collected from 26 depressive patients and 25 healthy controls. The two groups were 
matched by gender and there were no significant differences in age or education (see Table 1). On a subsample 
of this dataset we recently showed that the severity of depressive symptoms correlates with resting-state micro-
state dynamics117. The patients were recruited at the Department of Psychiatry, Faculty of Medicine, Masaryk 
University and University Hospital Brno, Czech Republic. The diagnostic process had two steps and was deter-
mined based on the clinical evaluation by two board-certified psychiatrists. First, the diagnosis was made accord-
ing to the criteria for research of the International Classification of Disorders (ICD-10). Second, the diagnosis 
was confirmed by the Mini International Neuropsychiatric Interview (M.I.N.I.) according to the Diagnostic and 
Statistical Manual (DSM-V). All patients were examined in the shortest time period after the admission and 
before the stabilization of treatment, typically during their first week of hospitalization. All patients met the 
criteria for at least a moderate degree of depression within the following affective disorders: bipolar affective 
disorder (F31), depressive episode (F32), recurrent depressive disorder (F33). Exclusion criteria for patients 
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were any psychiatric or neurological comorbidity, IQ <70, organic disorder with influence on the brain func-
tion, alcohol dependence or other substance dependence. All patients were in the on-medication state with 
marked interindividual variability in specific medicaments received. Control subjects were recruited by general  
practitioners from their database of clients. Control subjects underwent the M.I.N.I. by board-certified psychia-
trists, to ensure that they had no previous or current psychiatric disorder according to the DSM-V criteria. The 
scores on the Montgomery-Åsberg Depression Rating Scale (MADRS), a specific questionnaire validated for 
patients with mood disorders118 and the Clinical Global Impression (CGI)119, a general test validated for mental 
disorders, were used to evaluate the severity of depressive symptoms in patients. The status of depression was fur-
ther described with life time count of depressive episodes and illness duration. Medication in 24 hours preceding 
the EEG examination was also recorded (see Table 2). This study was carried out in accordance with the recom-
mendations of Ethics Committee of University Hospital Brno with written informed consent from all subjects.

EEG - data acquisition and pre-processing steps.  Subjects were sitting in a comfortable upright posi-
tion in an electrically shielded room with dimmed light. They were instructed to stay as calm as possible, to keep 
their eyes closed and to relax for 15 minutes. They were asked to stay awake. All participants were monitored by 
the cameras and in the event of signs of nodding off or EEG signs of drowsiness detected by visual inspection, 
the recording was stopped. The EEG was recorded with a high density 128-channel system (EGI System 400; 
Electrical Geodesic Inc., OR, USA), fs = 1 kHz, and Cz as acquisition reference.

Five minutes of EEG data were selected and visually assessed. Noisy channels with abundant artifacts were 
identified. EEG signal was band-pass filtered between 1 and 40 Hz with a 2nd-order Butterworth filter avoid-
ing phase-distortion. Subsequently, in order to remove physiological artifacts, e.g. ballistocardiogram and 
oculo-motor artifacts, infomax-based Independent Component Analysis120 was applied on all but one or two 
noisy channels. Only components related to ballistocardiogram, saccadic eye movements, and eye blinking 
were removed based on the waveform, topography and time course of the component. Then, the cleaned EEG 
recording was down-sampled at fs = 250 Hz and the previously identified noisy channels were interpolated using 
a three-dimensional spherical spline121, and re-referenced to the average reference. For the following analyses, 
thirty 2-s EEG epochs free of artifacts were selected per subject. All the pre-processing steps were done using 
the freely available Cartool Software 3.70, programmed by Denis Brunet122 and custom functions in MATLAB® 
R2018b.

EEG source estimation.  We applied the LAURA algorithm implemented in Cartool122 to compute the 
source reconstruction taking into account the patient’s age to calibrate the skull conductivity123–125. The method 
restricts the solution space to the gray matter of the brain. Then, the cortex was parcellated into the 90 Automated 
Anatomical Labeling brain regions126. The dipoles in each ROI were represented with one unique time-series by 
a singular-value decomposition127.

Time-variant multivariate autoregressive modeling.  The cortical waveforms computed after applying 
the singular-value decomposition, were fitted against a time-variant (tv) multivariate (MV) autoregressive (AR) 
model to overcome the problem of non-stationarity of the EEG data. If the EEG data are available as several trials 
of the same length, the cortical waveforms computed from the EEG data generates a collection of realizations 
of a multivariate stochastic process which can be combined in a multivariate, multi-trial time series67,127,128. The 
tv-MVAR matrices containing the model coefficients were computed in the framework of a MATLAB toolbox 
(code available upon reasonable request to the authors) that implements the adaptive Kalman filtering and infor-
mation Partial Directed Coherence (iPDC) in the source space67,129,130. The model order of the tv-MVAR and the 
Kalman filter adaptation constant were chosen applying the method proposed by Rubega and colleagues128, i.e., 
evaluating the partial derivatives of a residual minimization function obtained varying simultaneously both p (p 
Є [1, 15]) and c (c Є [0, 0.03]). By means of the model coefficients, we computed the parametric spectral power 
density and the iPDC absolute values for each subject. For each patient, we obtained a 4-dimensional matrix 
[ROIs × ROIs × frequency × time] that represented the directed information flow from one ROI to another for 
each frequency at each time sample. In this way we performed the analysis on the single-subject level to compare 
the two groups quantitatively.

Since the features in the power spectra were consistent among subjects in the same population (patients vs 
controls), we also performed the analysis on the population level. A population subject was built by estimating the 
tv-MVAR model, where each trial in the input was a different subject. One power spectral density matrix and 
one connectivity matrix [ROIs × ROIs × frequency × time] were obtained for each group (controls and patients). 
In other words, subjects were combined as trials, assuming respectively humans as multiple realizations of their 
own brain processes, with the purpose to show that the two approaches, i.e., single subject and population, give 

Characteristic
Patients
(n = 26)

Controls
(n = 25) t-value df p-value

Age: mean ± SD 51.9 ± 9.1 49.5 ± 8.7 0.97 49 0.34

Gender: female, n 11 10

Educationa: mean ± SD 1.9 ± 0.9 2.3 ± 0.7 −1.70 49 0.10

Table 1.  Demographic data. aEducation was classified into three levels: 1 = no high school, 2 = high school, 
3 = university studies.
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equivalent results in differentiating patients vs controls. In the last decade, population-based approaches were 
successfully exploited in computer simulations engineered to evaluate the safety and limitations of closed-loop 
control treatment algorithms131,132. Population-based approaches for MVAR/PDC modelling are currently lacking 
and this might be considered a first attempt justified by the consistent features estimated in the frequency domain 
among subjects belonging to the same population (patients vs controls). Further details on the connectivity  
estimation are reported in the Supplementary Information.

Network metrics.  In order to study the peculiarities of the brain network in patients vs controls, the brain 
was represented as a digraph defined by a collection of nodes and directed links (directional edges). Nodes in 
the brain network represent brain regions, i.e., the 90 ROIs, while the directed links represent the values com-
puted by iPDC. Thus, the weight of such link can vary in the interval [0–1] and it represents the amount of 
mutual information flowing between ROIs. We defined twelve ROIs, including the bilateral amygdala, anterior 
cingulum, thalamus, putamen, caudate, and pallidum, to examine the directed functional connectivity between 
these seeds and the whole brain. Significant differences in power between patients and controls were observed 
in the single-subject level in alpha and theta frequency bands in all these six anatomical structures. Therefore, 

Patient
ICD-10 
diagnose

Number of 
episodes

Illness duration 
(years)

MADRS 
score

CGI 
score BZD

ADP/
AP/MS

AD/AP/MS 
medication scale

1 F31.4 3 2 27 4 2 AD, AP, 
MS 3

2 F32.2 1 0.5 24 5 0 AD 2

3 F32.1 1 1 15 4 2 AD 2

4 F31.5 5 20 39 6 0 AP 2

5 F33.1 3 7 18 4 0 AD 1

6 F33.1 2 8 9 3 1.33 AD 1

7 F32.1 1 1 24 4 1.33 AD, AP 3

8 F31.4 4 27 29 5 2 AP 2

9 F33.3 2 5 36 6 1 AD, AP 4

10 F33.1 3 19 21 4 1 AD 1

11 F33.3 2 2 38 5 6 AD, AP 4

12 F33.2 2 1 39 5 3 AD, AP 4

13 F32.3 1 0.08 21 5 2 AD, AP 4

14 F33.2 5 21 32 5 0 AD, AP 3

15 F33.3 2 2 38 6 3 AD, AP 4

16 F32.3 1 0.08 37 6 2 AD, AP 4

17 F33.1 3 4 18 4 0 AD, AP 4

18 F31.3 2 16 28 4 0 AP, MS 4

19 F31.3 11 24 23 4 1 AP, MS 4

20 F32.2 0 0,17 23 4 1 AD, AP 4

21 F33.1 1 9 34 5 2 AD 2

22 F32.3 0 0,04 37 6 1 AD, AP 4

23 F33.3 1 11 49 6 3 AD, AP 4

24 F33.1 3 20 23 4 0 AD 2

25 F33.1 5 24 26 4 2 AD, AP, 
MS 4

26 F32.1 0 0,17 23 4 3 AD, AP 3

Table 2.  Patient characteristics. F31.3 - Bipolar affective disorder, current episode mild or moderate depression; 
F31.4 - Bipolar affective disorder, current episode severe depression without psychotic symptoms; F31.5 - 
Bipolar affective disorder, current episode severe depression with psychotic symptoms; F32.1 - Moderate 
depressive episode; F32.2 - Severe depressive episode without psychotic symptoms; F32.3 - Severe depressive 
episode with psychotic symptoms; F33.1 - Recurrent depressive disorder, current episode moderate; F33.2 -  
Recurrent depressive disorder, current episode severe without psychotic symptoms; F33.3 - Recurrent 
depressive disorder, current episode severe with psychotic symptoms; BZD - benzodiazepine equivalent 
dose139; AD - antidepressants (mirtazapine, citalopram, venlafaxine, vortioxetine, sertraline, trazodone); 
AP - antipsychotics (risperidone, olanzapine, quetiapine, amisulpride, aripiprazole); MS - mood stabilizers 
(valproate, lamotrigine, carbamazepine); AD/AP/MS medication scale: 1 – one medication in sub-therapeutic 
doses, 2 – one medication in therapeutic doses, 3 – combination of medications with one in therapeutic doses, 
4 – combination of medications with more than one in therapeutic doses; MADRS (Montgomery–Åsberg 
Depression Rating Scale): score is between 0 and 60, the higher the score the higher the depressive symptom 
severity; CGI (Clinical Global Impression scale): healthy (1) – most extremely ill (7). Four patients were 
undergoing the first (patient 3) and second (patient 4 and 9) week of electroconvulsive therapy and the first 
week of repetitive transcranial magnetic stimulation (patient 5). No clinical effect of these neurostimulation 
treatments was apparent.
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we restricted the network analysis to this [4–12] Hz frequency range. To evaluate how much the system is fault 
tolerant and how much the communication is efficient, the global efficiency for the whole brain and the local 
efficiency, clustering coefficient, strength and outflow for each of these twelve investigated ROIs were computed. 
To compute all the graph measures, the scripts and functions implemented on the freely available MATLAB 
toolbox133 were customized.

Global efficiency.  Global efficiency is defined as the average minimum path length between two nodes in the 
network. This measure is inversely related to topological distance between nodes and is typically interpreted as a 
measure of the capacity for parallel information transfer and integrated processing134.

Local efficiency.  Local efficiency is defined as the average efficiency of the local subgraphs135, i.e. the global 
efficiency computed on the neighborhood of the node. It reflects the ability of a network to transmit information 
at the local level. This quantity plays a role similar to the clustering coefficient since it reveals how much the sys-
tem is fault tolerant, i.e., it shows how efficient the communication is between the first neighbors of i when i is 
removed.
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is the number of nodes and 
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Clustering coefficient.  Clustering coefficient reflects the prevalence of clustered connectivity around an 
individual brain region136:
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where ti are the number of triangles around the node i, and ki is the degree of node i, i.e., the number of links 
connected to node i. In our case of a weighted directed network, a weighted directed version of clustering  
coefficient was used137:
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in-degree of node i, and aij is the connection status between the nodes i and j, i.e., =a 1ij  if the link between i and 
j exists, a 0ij =  otherwise. N  is the set of nodes in the network.

Strength and outflow.  Finally, the connectivity patterns between the different cortical regions were sum-
marized by representing the strength that quantifies for each node the sum of weights of all links connected to the 
node and the total outflow from a region toward the others, generated by the sum of all the statistically significant 
links obtained by application of the iPDC. The greatest amount of information outflow depicts the ROI as one of 
the main sources (drivers) of functional connections to the other ROIs138.

Laterality.  For all the network metrics explained in the previous paragraph, we also computed a laterality 
index, which is defined as −

+
Left Right
Left Right

metric metric

metric metric
 to test if the measures significantly differentiate between the two hem-

ispheres. Laterality index and all network metrics were calculated for both groups.

Statistical analysis.  To assess whether or not the changes in the network metrics were statistically signifi-
cant between patients and controls, paired Student’s t-tests were computed under the hypothesis of normal distri-
bution of samples (Lilliefors test), otherwise Wilcoxon rank-sign tests were considered. To test whether the age 
and education level predict the values of the spectral power distribution and the network metrics in patients, a 
multiple linear regression was performed. We also tested the influence of the clinical data on the connectivity 
results. A multiple linear regression was performed exploiting correlation of the connectivity results with four 
variables describing the status of depression and two variables describing the medication status in terms of the 
intake of benzodiazepines (BZP), antidepressants, antipsychotics, and mood stabilizers (AD/AP/MS). These six 
clinical variables are provided for each patient in Table 2. We checked through the following multiple linear 
regression models (4) (5), if the response variable Y depends on a number of predictor variables Xi:

β β β ε= + + … +Y X X (4)k k0 1 1

β β β ε= + + +Y X X (5)0 1 2
2
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where the ε are the residual terms of the model and β0, β1, β2, …, βk are the k regression coefficients. Both the 
clinical data and the power and network metrics were used once as predictors and once as response variables.

Ethics statement.  All participants gave their written informed consent prior to the experiment and the 
study received the approval of the Ethics Committee of University Hospital Brno in Brno, Czech Republic. All 
experiments of this study were performed in accordance with relevant guidelines and regulations.
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Further insights on connectivity estimation 

On one hand, modifications on the EEG power spectral density in the canonical rhythms (delta, theta, 

alpha, beta and gamma) permit to infer information on brain activity in different areas. On the other 

hand, mathematical models may help to elucidate the relationship among brain electric potentials 

allowing the quantitative analysis of the connections among the different brain regions.  

Most of the studies have used approaches based on the definition of Partial Directed Coherence 

(PDC), i.e., a frequency domain representation of Granger-causality. The originally defined PDC is 

not scale invariant, i.e., arbitrary changes in the amplitudes of one time series can lead to substantial 

changes in PDC values. This deficiency was first addressed by introducing the notion of generalized 

PDC (gPDC) and then by introducing information PDC (iPDC). This weighted multivariate directed 

dependence measure aims to compute the relationship among partialized signals, inferring the mutual 

information rates between process portions1. The main feature is to adequately consider the prediction 

error covariance matrix in its formulation to weight the relationships among signals into correctly 

scaled information measurements, when stationarity zero-mean white noise processes also called 

innovation processes are either strongly correlated or when their variances differ considerably in size. 

𝑖𝑃𝐷𝐶 properly accounts for size effects in gauging connection strength, given its ability to express 

information flow in rigorous fashion, as reported in detail in1 2.  

In particular, 𝑖𝑃𝐷𝐶 is a multivariate spectral measure to compute only the directed influences 

between any given pair of signals (𝑖, 𝑗) of a multivariate dataset. This information is condensed in a 

complex function 𝑖𝑃𝐷𝐶𝑖←𝑗(𝑓) of the frequency 𝑓, which measures the relative interaction of the 

signal 𝑗 with regard to signal 𝑖 as compared to all 𝑗’s interactions to other signals in the multivariate 

dataset. While we refer the reader to1 for further mathematical details, the procedure for computing 

𝑖𝑃𝐷𝐶 is briefly described by the following two steps. 

In the first step, the cortical waveforms 𝑥̃ computed after applying the projection method described 

in 3,  are fitted against a time-variant (tv) multivariate autoregressive (MVAR) model to overcome 

the problem of non-stationarity of the EEG data. When the EEG data are available as several trials of 

the same length, the cortical waveforms computed from the EEG data generates a collection of 

realizations of a multivariate stochastic process, which can be combined in a multivariate, multi-trial 

time series: 



𝑿̃(𝑡) = [
𝒙̃1

(1)
(𝑡) ⋯ 𝒙̃𝑑

(1)
(𝑡)

⋮ ⋱ ⋮

𝒙̃1
(𝐾)

(𝑡) ⋯ 𝒙̃𝑑
(𝐾)

(𝑡)

] 𝑡 = 𝑡1, . . , 𝑡𝑁        (1) 

where 𝑡 refers to the time points, 𝑁 the length of the time-series, 𝐾 the number of trials and 𝑑 the 

number of ROIs. 

Then the data in 𝑿̃ are fitted against a tv-MVAR model in the general form: 

𝑿̃(𝑡) = − ∑ 𝑨𝒓(𝑡)𝑿(𝑡 − 𝑟) + 𝑾(𝑡)𝑝
𝑟=1           (2) 

where 𝐴𝑟(𝑡) are the [𝑑 𝑥 𝑑] AR matrices containing the model coefficients, 𝑊(𝑡) is the innovation 

process with covariance matrix ∑𝑤, and 𝑝 is the model order, usually estimated by means of the Akaike 

Information Criteria for MVAR processes3. The General Linear Kalman filter approach is applied 

with the aim to estimate the coefficients of the time-variant AR matrices and the covariance matrix 

∑𝑤 4. 

As the MVAR model is estimated, for each time-point 𝑡, having defined the complex matrix 𝑩(𝑓) 

as: 

𝑩(𝑓) = 𝑰𝒅 − ∑ 𝑨𝒓𝑒−𝑗2𝜋𝑓𝑝
𝑟=1          (3) 

where 𝐼𝑑 is the identity matrix and 𝑗 is the imaginary unit in this equation, the 𝑖𝑃𝐷𝐶 complex function 

from the time-series 𝑗 to the time-series 𝑖 is obtained by: 

𝑖𝑃𝐷𝐶𝑖←𝑗(𝑓) = 𝜎𝑤𝑖𝑖

−1/2 𝑏𝑖𝑗(𝑓)

√𝒃𝒋
𝑯(𝑓)𝜮𝒘

−𝟏𝒃𝒋(𝑓)
           (4) 

where 𝒃𝑗  (𝑓) and 𝑏𝑖𝑗  (𝑓) are respectively the j-th column and the (𝑗, 𝑖)-th element of matrix 𝑩(𝑓),  

𝜎𝑤_𝑖𝑖  is the (𝑖, 𝑖)-th element of the innovation covariance matrix ∑𝑤, and the apex 𝐻 in 𝒃𝑗
𝐻stands for 

Hermitian transpose, i.e., obtained from 𝒃𝑗 by taking the transpose and then the complex conjugate 

of its components.  

The complex function 𝑖𝑃𝐷𝐶𝑖←𝑗(𝑓) of eq. (4) is usually analyzed in terms of its absolute value. 

From the complex matrix computed in eq. (3), it is possible to estimate the parametric spectral power 

density (PSD): 

𝑃𝑆𝐷(𝑓) = 𝑯(𝑓)𝚺𝑤𝑯(𝑓)𝑇  (5) 

where 𝑯(𝑓) is the signal transfer function equal to the inverse of 𝑩(𝑓). 

 



Results on all regions of interest 

Both the frequency analysis and the network analysis were computed for all source waveforms in the 

90 regions of interest (ROIs) considered in the mathematical model for computing the iPDC matrix. 

The main assumption in the tv-MVAR model to compute the tv-iPDC is based on the hypothesis that 

all the source waveforms are included in the model itself. In the paper, the results reported are 

restricted to the pre-selection of twelve areas (the pre-selection is only in the visualization of the 

results, not in their computation) to answer to the main question of the work: Which structure within 

the cortico-striatal-pallidal-thalamic and limbic circuits reveals a disrupted resting-state directed 

functional connectivity? The twelve deep brain structures were selected to consider their potential 

implication in the deep brain stimulation treating treatment-resistant depression. 

Here, the labels of the considered macroscopic brain structures are listed following the order of the 

AAL atlas: (1) left precentral gyrus; (2) right precentral gyrus; (3) left superior frontal gyrus; (4) right 

superior frontal gyrus; (5) left superior frontal gyrus, orbital part; (6) right superior frontal gyrus, 

orbital part; (7) left middle frontal gyrus; (8) right middle frontal gyrus; (9) left middle frontal gyrus, 

orbital part; (10) right middle frontal gyrus, orbital part; (11) left inferior frontal gyrus, pars 

opercularis; (12) right inferior frontal gyrus, pars opercularis; (13) left inferior frontal gyrus, pars 

triangularis; (14) right inferior frontal gyrus, pars triangularis; (15) left inferior frontal gyrus, pars 

orbitalis; (16) right inferior frontal gyrus, pars orbitalis; (17) left rolandic operculum; (18) right 

rolandic operculum; (19) left supplementary motor area; (20) right supplementary motor area; (21) 

left olfactory cortex; (22) right olfactory cortex; (23) left medial frontal gyrus; (24) right medial 

frontal gyrus; (25) left medial orbitofrontal cortex; (26) right medial orbitofrontal cortex; (27) left 

gyrus rectus; (28) right gyrus rectus; (29) left insula; (30) right insula; (31) left anterior cingulate 

gyrus; (32) right anterior cingulate gyrus; (33) left midcingulate area; (34) right midcingulate area; 

(35) left posterior cingulate gyrus; (36) right posterior cingulate gyrus; (37) left hippocampus; (38) 

right hippocampus; (39) left parahippocampal gyrus; (40) right parahippocampal gyrus; (41) left 

amygdala; (42) right amygdala; (43) left calcarine sulcus; (44) right calcarine sulcus; (45) left cuneus; 

(46) right cuneus; (47) left lingual gyrus; (48) right lingual gyrus; (49) left superior occipital gyrus; 

(50) right superior occipital gyrus; (51) left middle occipital gyrus; (52) right middle occipital gyrus; 

(53) left inferior occipital cortex; (54) right inferior occipital cortex; (55) left fusiform gyrus; (56) 

right fusiform gyrus; (57) left postcentral gyrus; (58) right postcentral gyrus; (59) left superior parietal 

lobule; (60) right superior parietal lobule; (61) left inferior parietal lobule; (62) right inferior parietal 

lobule; (63) left supramarginal gyrus; (64) right supramarginal gyrus; (65) left angular gyrus; (66) 

right angular gyrus; (67) left precuneus; (68) right precuneus; (69) left paracentral lobule; (70) right 

paracentral lobule; (71) left caudate nucleus; (72) right caudate nucleus; (73) left putamen; (74) right 

putamen; (75) left globus pallidus; (76) right globus pallidus; (77) left thalamus; (78) right thalamus; 

(79) left transverse temporal gyrus; (80) right transverse temporal gyrus; (81) left superior temporal 

gyrus; (82) right superior temporal gyrus; (83) left superior temporal pole; (84) right superior 

temporal pole; (85) left middle temporal gyrus; (86) right middle temporal gyrus; (87) left middle 

temporal pole; (88) right middle temporal pole; (89) left inferior temporal gyrus; (90) right inferior 

temporal gyrus. 

From Supplementary Fig. S1, it is possible to qualitatively notice differences in the connectivity 

relationships among the 90 ROIs of the tv-MVAR model of Eq. 2. In order to quantitatively estimate 



the differences between controls and patients at the population level, graph metrics were extrapolated 

from this kind of matrices.  

 

 

  

Supplementary Fig. S1: Absolute values of iPDC at the population level. Magnitude of iPDC values 

computed in two population subjects (i.e., each trial in input of the tv-MVAR model of Eq. 2 

corresponds to the source waveforms computed from a different subject) representing (a) controls 

and (b) patients. The values reported were averaged over time and frequency. The ROIs are listed 

following the order of the AAL atlas. The direction of the reported information flow goes from the 

x-axis, i.e, ROIs (sources), to y-axis, i.e, the ROIs (sinks). 

 

In Supplementary Fig. S2, we reported the values of the local efficiency for all the sources considered 

in the model at the single-subject level. Besides the right amygdala and caudate, also the right cuneus 

resulted significantly different between controls and patients (p<0.001).  

 

(b)(a)



  

Supplementary Fig. S2: Local Efficiency at the single-subject level. Mean and standard deviation 

(std) of the values of local efficiency for each ROI in controls (green) and patients (red). The ROIs 

are listed following the order of the AAL atlas. 

 

We found an overall increase in the PSD and in the network metrics comparing patients and controls, 

but the differences resulted significant only in the subset of the twelve ROIs reported in the paper. 

We also checked if there was a correlation between the results in the power spectra and the network 

metrics, no significant correlation was found between the power in delta and beta band and the 

network metrics. A correlation was found between the local efficiency and power in theta-alpha band, 

but it was not generalized to all the ROIs (Supplementary Fig. S3). 

 

 

Supplementary Fig. S3: Correlation between the local efficiency and power in the twelve selected 

ROIs. (a) Values of local efficiency for each patient. The color code stands for the intensity of local 

efficiency; (b) Values of power in [4-12] Hz for each patient. The color code stands for the value of 

the power in (𝜇𝐴/𝑚𝑚3)2; (c) Correlation between the values of (a) local efficiency and the values 

of (b) power in [4-12] Hz in all the patients for each ROI. The color code stands for the r-value of 

(a) (b) (c)



correlation. All y -axes report the ROIs in the left (L) and right (R) hemispheres as labeled in (a), x-

axes report the patient number or ROIs.  
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6. Deep brain stimulation in neuropsychiatry 

Deep brain stimulation (DBS) is a neuromodulatory technique that uses electrodes 

implanted in the brain to deliver adjustable electrical stimuli to specific brain regions 

to relieve symptoms associated with dysregulated neuronal circuitry (Lozano & 

Eltahawy, 2004). In the last several decades, DBS was applied to a number of 

neuropsychiatric conditions, including pain, motor, mood and cognitive disorders (Fig. 

8). 

 

Figure 8 Timeline and yearly growth in the number of DBS publications. Around 8,696 studies were 

published between 1979 and 2020 with major DBS milestones highlighted. (From Harmsen et al., 2022, 

Fig. 2) 

 

Throughout the years, this technique has reached advances in recording and 

stimulation possibilities, and in hardware and software technology. Nevertheless, to 

reach optimal results of DBS therapy, a number of aspects must be carefully 

considered. Inês Ludovico was interested in DBS therapy for Parkinson’s disease (PD) 

and, under my supervision, focused on this topic within her Individual Project during 
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her master’s studies. In our joint review paper, we provide an overview of DBS 

procedure with a special focus on complications of this therapeutic approach applied 

in PD patients (Ludovico & Damborská, 2017 – Annex 13). 

Since 2005 DBS has become a new therapeutic approach for depression (Fig. 8). 

There is preliminary evidence for the efficacy and safety of DBS for pharmacoresistant 

depression in the subgenual anterior cingulate cortex, the ventral capsule/ventral 

striatum, the nucleus accumbens, the lateral habenula, the inferior thalamic peduncle, 

the medial forebrain bundle, and the bed nucleus of the stria terminalis. Optimal brain 

stimulation targets, however, have not yet been determined. Dominik Drobisz, 

assessed the knowledge gathered through DBS studies on depression, focusing on this 

topic under my supervision within his Individual Project during his master’s studies. In 

our review we provide updated knowledge substantiating the suitability of each of the 

current and potential future DBS targets for treating depression (Drobisz & 

Damborská, 2019 – Annex 14).  We show that the evidence for the efficacy and safety 

of DBS in depression is still weak, and the search for optimal target brain structures 

should continue. Despite myriad DBS targets for treating depression tested in human, 

the amygdala is not among them. From this perspective, our recent finding of higher-

than-normal functional connectivity arising from the right amygdala in depressive 

patients (Damborská et al., 2020 – Annex 12, Chapter 5.2) contributes to the 

knowledge that is needed to evaluate deep brain structures as possible candidates for 

DBS treatment in depression.  

Annex 13 
Ludovico, I.C. & Damborská, A. (2017). Deep brain stimulation in Parkinson’s disease: 
Overview and complications. Activitas Nervosa Superior, 59(1), 4-11. 
doi:10.1007/s41470-017-0003-2 
Quantitative contribution: 50% 
Content contribution: development of the initial idea, participation in writing the initial 
draft, corresponding author 

 

Annex 14 
Drobisz D. & Damborská A. (2019). Deep brain stimulation targets for treating 
depression, Behavioural Brain Research, 359 (1), 266-273. 
IF(2019) = 2.977, rank Q2  
Quantitative contribution: 50% 
Content contribution:  development of the initial idea, participation in writing the 
initial draft, figure preparation, corresponding author   
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Abstract Deep brain stimulation (DBS) of basal ganglia has
become a frequently performed surgery in patients with ad-
vanced Parkinson’s disease. Throughout the years, this tech-
nique has reached advances in imaging techniques, neuro-
physiological recording possibilities, and in hardware and
software technology. Nevertheless, to reach optimal results
of DBS therapy, a number of aspects must be carefully con-
sidered. In current paper, overview of DBS procedure is pro-
vided with special focus on complications of this, an even so
ever more promising therapeutic approach.

Keywords Parkinson’s disease . Deep brain stimulation .
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Introduction

Although nowadays there are still many areas of uncertainty
concerning Parkinson’s disease and its pathophysiological
mechanisms, it is well known that it results from a neurode-
generative process with predominant loss of dopaminergic
neurons in the substantia nigra pars compacta and consequent
depletion of dopamine, neurotransmitter essential for the mod-
ulation of motor activity. The disease is characterized by clin-
ical tetrad of motor dysfunction, including tremor, rigidity,
bradykinesia, and postural instability. Besides motor

impairments, also behavioral abnormalities, sleep disturbance,
and autonomic problems frequently occur (Mehanna and
Jankovic 2010; Mehanna 2015).

Concerning the therapeutical options, dopamine replacement
therapy is the gold standard method. However, long-term dopa-
mine replacement therapy is showing to have serious adverse
effects such as motor fluctuations and levodopa-induced dyski-
nesia that arise commonly after 5 to 10 years of drug treatment
occurring at the peak dose or when the medication is kicking in
or wearing off (Mehanna and Jankovic 2010).Motor fluctuations
occur when the duration of each medication dose is too short, so
patients have a partial relief of their motor symptoms, Bon^ state,
unexpectedly followed by the appearance of the parkinsonian
symptoms due to ineffective pharmacological therapy, Boff^-
state (Silberstein et al. 2009).

In order to overcome the limitations of levodopa replace-
ment therapy, deep brain stimulation (DBS) has become a
frequently performed surgery in specifically selected candi-
dates (Kocabicak and Temel 2013). Even this method, how-
ever, faces complications, thus DBS therapy becomes a deli-
cate topic to be considered when approaching Parkinson’s
disease patients. In current paper, overview of DBS in
Parkinson’s disease patients is provided with special focus
on complications of this, an even so ever more promising
therapeutic approach.

Mechanisms of DBS Action

The exact mechanism of action of DBS is unknown. However,
there is evidence that continuous high-frequency stimulation
of overactive targets and induces local inhibition of this dis-
ordered basal ganglia nuclei activity. This inhibitory effect is
thought to induce normalization of function inmotor networks
(Silberstein et al. 2009).
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It is now clear that the effects of DBS extend beyond func-
tional inhibition, since it has been shown that high-frequency
stimulation of the structures surrounding the targeted nuclei
invokes excitation rather than inhibition (Bolanowski and
Zwislocki 1984). Also, a recent study in primates found that
the stimulation of subthalamic nucleus had downstream ef-
fects on other nuclei and induced firing of GPint neurons
(Hashimoto et al. 2003).

Areas of uncertainty include the need of an explanation on
how does certain areas of the brain tissue respond with excit-
atory effects to high-frequency stimulation, while others re-
spond to it with inhibitory effects. It is also unclear which
exact neural elements are affected by DBS stimulation and
its effects on the function of the basal gangl ia-
thalamocortical circuit (Lozano and Mahant 2004).

Extensive research on this matter is being done in order to
reveal the mechanisms beyond this area of uncertainty, thus
allowing a considerable improvement in DBS surgery tech-
nique in the near future.

Deep Brain Stimulation in Parkinson’s Disease

DBS technique is based on inducing high-frequency electrical
stimulation of specific basal ganglia nuclei targets, namely the
subthalamic nucleus and the globus pallidus internus, by
means of inhibition of its overactivity and restoration of ade-
quate movement. It aims to mimic the effect of a lesion, with-
out the need for destroying brain tissue thus being a reversible
procedure. It is accomplished by permanently implanting an
electrode, uni or bilaterally onto the target area and connecting
it to an internal pulse generator that can be later reprogrammed
telemetrically by the physician in order to better adapt to the
course of the disease, minimizing the side effects and improv-
ing the efficacy (Volkmann 2007). To reach optimal results of
DBS therapy following aspects must be carefully considered,
such as patient selection and choosing optimal target for
stimulation.

Patient Selection

The major benefits of DBS are to smooth the motor fluctua-
tions, reduce dyskinesia, and suppress tremor in people that
have medication-refractory tremor, as well as improvement of
quality of life and performance in the activities of daily living
(Silberstein et al. 2009). A careful selection of the patients that
will undergo DBS is, however, a crucial determinant of favor-
able outcomes, concerning that about a third of DBS surgery
failures is attributed to an inappropriate patient selection
(Pollak 2013).

The team that evaluates the condition of the patient to
undergo DBS should include a neurologist, neurosurgeon,
neuropsychologist, neuroradiologist, psychiatrist, and a

nurse specialized in Parkinson’s disease (Kocabicak and
Temel 2013).

Patients suffering from idiopathic Parkinson’s disease,
preferably with early-onset, and with good pre-operative levo-
dopa response but severe motor complications due to long-
term exposure to drug replacement therapy, would represent
the perfect candidates to undergo DBS (Volkmann 2007;
Pollak 2013). Before proceed to surgery, patients must have
tried all the main medications at optimal doses and still keep
impaired in their activities of daily living and quality of life
due to motor fluctuations and dyskinesia. It must be, however,
taken into account that medication-refractory symptoms such
as postural instability, freezing, or dysarthria do not respond to
DBS (Benabid et al. 2001).

Dementia, acute psychosis, major depression, cognitive
impairment and, other relevant psychiatric illnesses are usual-
ly exclusion criteria, since those symptoms tend to get exac-
erbated after DBS surgery (Volkmann 2007). DBS is also
contraindicated in patients with important medical comorbid-
ities that might bring elevated risk during surgery, such as
ischemic heart disease or taking anticoagulants (Silberstein
et al. 2009).

Even if young age patients with early-onset idiopathic
Parkinson’s disease are the preferred candidates, people
with advanced age should not be excluded. Nevertheless,
older patients must be carefully evaluated, since in this
group of patients levodopa-resistant symptoms are more
often, surgical risk is higher and more frequent, motor
rehabilitation is slower, and comorbidities may be limita-
tive (Volkmann 2007).

Choosing Optimal Target for Stimulation

Although the mechanism that leads to the loss of dopaminer-
gic neurons in the substantia nigra is still not quite well un-
derstood, there is evidence that bradykinesia could result from
the overactivity of both subthalamic nucleus and globus
pallidus. These basal ganglia became promising targets for
medical and surgical therapy (Bergman et al. 1990; Hariz
and Fodstad 2000; Lintas et al. 2012). Greater divergence,
however, comes out in which of these targets to choose.
Clinical trials including patients stimulated in either subtha-
lamic nucleus or globus pallidus internus (STN-DBS or
GPint-DBS, respectively) have demonstrated that both targets
are equally effective in improving Parkinson’s disease motor
symptoms and dyskinesia (Anderson et al. 2005; Odekerken
et al. 2013). Moreover, significant dose reduction in dopami-
nergic medication was shown in patients with STN-DBS, al-
though cognitive and behavioral complications and exacerba-
tion of pre-existing psychiatric illness occurred exclusively in
that same group (Anderson et al. 2005). Therefore, GPint-
DBS should be preferred in patients with pre-existing psychi-
atric illness. Besides that, in patients in which levodopa-
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induced dyskinesia is the main complaint, GPint stimulation
may bring advantages because of its direct anti-dyskinetic
effect (Mehanna 2015). In addition, opposing to STN-DBS,
the GPint-DBS requires less intensive follow-up and program-
ming, also due to the lack of complications associated with
levodopa withdrawal (Lozano and Mahant 2004).

In conclusion, the choice of the target must be determined
for each patient on an individual basis, dependent on symptom
profile, patient comorbidities, and the experience of the surgi-
cal unit.

DBS Surgery Technique

DBS implantation is a highly specialized surgery technique
requiring cooperation of wide team of experts, including neu-
rologist, neurosurgeon, neurophysiologist, anesthesiologist,
and psychologist. Here, we mention the main steps of the
procedure, (for detailed description see Grosset et al. 2009).

Stereotactic Localization of the Target

Patients considered adequate candidates for DBS are admitted
to the neurology ward a few days before surgery. One day
before DBS surgery, a preoperative MRI scan is performed,
and the patient stops taking anti-parkinsonian medication 12 h
before the procedure. On the day of the surgery, the patient
receives a local anesthesia and a stereotactic frame is firmly
placed above the skull, parallel to the line between the nose
wing and the tragus. Then, a stereotactic CT is taken and an
image fusion technique is used, where the stereotactic CT
image is fused to the preoperatively acquired MRI, and
targeting is performed based on those fused images, allowing
to establish strict coordinates. The patient is then placed in
supine position and a local anesthesia is applied, which re-
quires the presence of a psychologist or specialized nurse, as
well as two neurosurgeons to double check the correct posi-
tioning of the stereotactic frame and to confirm the coordi-
nates (Kocabicak and Temel 2013).

Implantation of the DBS electrode

A 3-cm incision is made and a 1.8-cm diameter burr hole is
drilled in the skull at the stereotactically targeted entry site. It
is very important to penetrate the brain through a gyrus and
not through a sulcus since it can lead to an improper descent of
the electrode as well as greater probability of perforating a
blood vessel. Although not supported by all groups in the
surgical technique of DBS (Nakajima et al. 2011), after the
incision has been made, microelectrode recording for precise
physiological location of the target site is recommended pre-
vious to definite lead implantation (Benabid et al. 1994). A
microelectrode is an instrument with a diameter measured in

microns, generally used to get as close as possible to the basal
ganglia nuclei and record their electrical activity. The micro-
electrode descends to 10mm above the target and from there it
makes a small step descent until the deepest anatomical level
of the target, recording all the electrophysiological activity
along the way. The trajectory with the largest electrical activity
is chosen for definite DBS lead implantation (Starr et al. 2002;
Kocabicak and Temel 2013).

Verification of the Electrode Position

Once the final coordinates are set, the surgeon proceeds to
final lead implantation and verifies its correct placement by
an intraoperative X-ray. Macrostimulation follows to verify its
effectiveness by rating the symptom improvements (bradyki-
nesia, tremor, and rigidity). Adverse effects of stimulation are
also assessed, such as muscle contractions due to internal cap-
sule stimulation; paresthesia from stimulation of the sensory
thalamus or medial lemniscus; diplopia from oculomotor
stimulation; or mood changes from stimulation of limbic path-
ways. Once finally electrodes are at the correct positions, they
are fixed with an antibiotic-containing acrylic fixation ring in
order to prevent future intracranial hardware infections
(Kocabicak and Temel 2013).

Stimulator Implantation and Internalization
of the Electrode

A few days after final electrode implantation (usually 1 to
2 days after), under general anesthesia, an internal pulse gen-
erator (IPG) is implanted subcutaneously in a pocket under the
clavicle or in the abdominal region. A dual stimulator is usu-
ally preferred when the DBS lead implantation is a bilateral
procedure. However, some centers prefer the implantation of
two single IPG on both sides of the body.

After both final lead implantation and IPG implantation
procedures are completed, an extension cable is tunneled un-
der the scalp skin from the internal pulse generator into the
DBS lead, and connected via a connector device in order to
fully complete the DBS system (Kocabicak and Temel 2013).

Follow-up Care

After DBS surgery, an intensive follow-up care is mandatory in
order to rate the clinical improvement of symptoms, while
looking for neurological deficits or procedure-related complica-
tions and in order tomake adjustments on themedication dosage.
There are many centers that prefer to wait a few weeks before
programming the device so that the brain edema and inflamma-
tion around the DBS lead have time to resolve. The system is
then activated by the physician and set in one of the several
possible combinations, in such way that it improves the patient’s
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parkinsonian symptoms as much as possible, while having min-
imal side effects. Later on, along the course of disease, and ac-
cording to follow-up routine motor and neuropsychological eval-
uations, the device can be reprogrammed as often as necessary
by telemetry. The initial voltage of stimulation is chosen accord-
ing to the symptoms, usually 2.0 to 3.5 Vand it is progressively
increased over a few days, in parallel with the reduction of med-
ications. The electrical parameters should be adjusted and the
patient should be evaluated again after 3 months and then once
a year (Benabid et al. 2001).

At the time of the evaluation, the physician should perform
a complete neurological examination, and note the actual
levodopa dosage, duration of Bon^ time (under stimulator ef-
fect, where no motor symptoms or dyskinesia should occur),
and interview the patient’s relatives in order to assess eventual
psychological changes.

Clinical Outcomes

Concerning the pallidal stimulation, higher efficacy of bilater-
al GPint stimulation has been shown in comparison with uni-
lateral stimulation in improvement of Parkinson’s disease car-
dinal symptoms. Bilateral GPint stimulation has been shown
to improve drug-induced dyskinesia by 80% and gait distur-
bance by 40% (Lozano et al. 2002). Bilateral procedures also
improve Boff-state^ motor scores and reduce the severity of
Bon/off^motor fluctuations (Ghika et al. 1998). A recent study
reported that a great improvement in dyskinesia and quality of
life was maintained after 3 years of postsurgical follow-up
(Durif et al. 1999). It is important to take into account that
unilateral pallidal stimulation is safer concerning the cognitive
perspective, while bilateral procedures are more prone to in-
surgence of side-effects such as confusion, depression, and
dementia, as well speech and gait disturbances (Hariz 2002).

Considering subthalamic nucleus DBS, there is also evidence
of being more effective if bilaterally implanted, rather than uni-
laterally. Great improvements in motor symptoms have been
reported. Tremor is the cardinal sign that benefits the most with
subthalamic nucleus DBS, with improvements ranging from 55–
90%. It has greater efficacy in reducing tremor, in contrast with
medication effect, possibly because it influences additional neu-
ral circuits which are independent from dopaminergic transmis-
sion (Blahak et al. 2007). Bradykinesia and rigidity are both
improved by 52–72%, while axial symptoms and gait distur-
bances also showed improvement with bilateral subthalamic nu-
cleusDBS. Also improvements in deglutition, olfactory dysfunc-
tion, orthostatic hypotension, and dysautonomia were reported
(Stemper et al. 2006).

Several studies on unilateral subthalamic nucleus DBS,
however, also confirmed improvements in axial symptoms
and a bilateral decrease in rigidity and bradykinesia, improve-
ments in quality of life, mental flexibility, and decrease in

requirement for medication (Chung et al. 2006; Slowinski
et al. 2007; Tabbal et al. 2008).

Complications of DBS Treatment

DBS treatment has proven its success in the control of major
symptoms of Parkinson’s disease. However, being a high de-
gree precision procedure with elevated complexity, it tends to
be a complication-prone operation (Chan et al. 2009).
Numerous surgery-related, hardware-related, and
stimulation-related complications may arise during the proce-
dure or postoperatively, during the follow-up period (Vergani
et al. 2010).

Major complications include the ones that result from the
surgical procedure but the morbidity and mortality are rare.
Less serious transient or modifiable, but more common com-
plications include the ones resultant from hardware device or
stimulation-related complications (Deuschl et al. 2006).

Surgery-Related Complications

The two most commonly encountered procedure-related com-
plications are the intracranial hemorrhage (ICH) and lead
malpositioning. The risk of developing intracranial hemor-
rhage, either subdural, subarachnoid, intraventricular, or intra-
cerebral, is increased by the number of micro or
macrostimulation electrode tracking during surgery, as well
as by uncontrolled hypertension, presence of brain atrophy,
or the use of anticoagulants. The ICH is usually a silent con-
dition but occasionally might cause long-term disability or
even death (Lozano and Mahant 2004). The risk of ICH com-
plication, however, is acceptable. Several recent large studies
reported ICH in less than 6% of cases (Mehanna 2015;
Vergani et al. 2010; Xiaowu et al. 2010); although more fre-
quently recommended, bilateral DBS shows usually higher
risk of ICH (Lozano and Mahant 2004).

Microelectrode recording (MER) is used nowadays in order
to improve the accuracy of the physiological target location, by
recording of cellular discharges within the basal ganglia cells
(Chan et al. 2009). On the other hand, it is thought to create an
increased risk of ICH, and its value in DBS targeting is still a
matter of debate. There are two concerns about MER: one is that
it involves multiple penetrations into the brain in order to proper
record the target; another one is that the sharp tip of the micro-
electrode is more prone to rupture a small artery than the blunt-
tipped macroelectrode (Xiaowu et al. 2010).

Many reports have found that MRI planning together with
intraoperative stimulation is enough to verify the target loca-
tion in most of the cases. MER was suggested it may increase
the risk of ICH without enhancing the accuracy. However, the
value of MER varies according to the target site, being more
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useful in GPint location and less valuable in detecting subtha-
lamic nucleus (Hariz and Fodstad 2000).

A meticulous surgical planning, composite MRI targeting,
and passing the microelectrode slowly at a measured incre-
ment of 0.1 mm at each time (Chan et al. 2009), careful man-
agement of coagulation dysfunction and hypertension prior to
surgery (Kocabicak and Temel 2013), a proper trajectory plan-
ning, and the reduction of number of MERs would minimize
the risk of ICH during surgery (Xiaowu et al. 2010).

Concerning leadmalpositioning, it is the secondmost com-
mon surgical complication being, however, quite a rare event
(Chou et al. 2007; Vergani et al. 2010). Malposition of the
electrode implies surgical failure, since stimulation will not
show any beneficial effects and might cause adverse effects.

Hardware-Related Complications

DBS hardware comprises an internal pulse generator (IPG), an
extension electrode, and a stimulation electrode. The IPG is
implanted subcutaneously in the infraclavicular region and
fixed to the fascia of pectoris muscle by sutures. The extension
electrode connects the IPG to the stimulation electrode, run-
ning under the scalp skin. The connector makes the connec-
tion between the extension cable and the stimulation electrode
and it is usually placed in the retroauricular region. The stim-
ulation electrode penetrates deep into the brain target nuclei,
being anchored to the skull by a special anchoring device or a
burr hole cap in order to prevent its migration. Several types of
hardware-related complications may occur.

Infection

Infection is the most commonly encountered hardware-com-
plication, ranging from 1.5 to 22%, and it occurs usually after
4 weeks of implantation (Chan et al. 2009; Vergani et al. 2010;
Lockshin and Lockshin 2011). The most common site of in-
fection is the retroauricular connector, followed by the burr
hole site and the IPG pocket; while the main encountered
pathogens are Gram-positive cocci, mainly Staphylococcus
aureus. Also a rare occurrence of transient symptomatic
post-operative edema surrounding the electrode was described
in only 23 patients worldwide, being the edema in general
unilateral and accompanied by symptoms such as headache,
neurological deficit, or seizures. The etiological cause of such
edema is still uncertain Lefaucheur et al. 2013). Infections due
to implantation of DBS device can result in prolonged hospi-
talization, long-term antibiotic use, or even removal of the
device in more severe situations.

Lead Migration

Lead migration accounts for 4–5% of the cases and elec-
trode caps and anchoring devices are used in order to

prevent such event (Kocabicak and Temel 2013). In most
cases, it occurs an upward migration of the lead, due to a
bad anchorage to the skull. However, a strange case of
downward displacement of the left lead into the pons
has been reported in a 53-year-old male, after 10 years
of DBS system implantation. MRI technique helped in
the final conclusion of a possible stretching of the elec-
trode, by an unknown mechanism (Iacopino et al. 2015).
One of the mechanisms that can lead to delayed displace-
ment of DBS electrode is a head trauma (Chan et al. 2009;
Vergani et al. 2010). A technique of lead anchorage using
a miniplate and two screws has been reported. However,
if loosely anchored it tends to migrate since it cannot
withstand the head and neck motions. Nowadays, there
is a more reliable anchorage device called Navigus that
reduced the probability of lead migration to almost zero
(Chan et al. 2009).

Lead Fracture

Risk of lead fracture is also a reality. A review of 84 cases was
performed and revealed a 5.1% incidence rate of fracture
(Mohit et al. 2004). Most of the fractures occurred in the
supraclavicular region, while others occurred in the
paramastoid region along the connector site. Lead fracture
was reported also without any history of trauma (Chan et al.
2009; Vergani et al. 2010).

Major symptoms of lead fracture are related to the feeling
of a sudden loss of stimulation after several months/years of
device implantation.Most patients present with lapses in trem-
or control and episodic electric-shock feelings on the contra-
lateral side of the body (Mohit et al. 2004). Diagnosis of lead
fracture can be presumed by the symptoms presented or by a
verification of high current drainage that soon leads to battery
exhaustion (Chan et al. 2009), but confirmed only by X-ray
imaging, that would localize the exact place of breakage. Lead
replacement is necessary in order to restore normal function of
the individual (Mohit et al. 2004).

Rare Hardware-Related Complications

A study was performed in seven patients that suffered from
stimulation failure as a consequence of disruption of the lead
electrical system, which resulted in an open circuit. The open
circuit was detected by verifying an increase in impedance of
the electrical system, after noting patient’s loss of clinical ben-
efit (Guridi et al. 2012). Another rare complication occurred in
a 58-year-old patient that had several hospital admissions for
repeated sterile wound necrosis at the IPG site due to allergy.
Coating the IPG with a silicone cap was necessary and no
further allergic reactions were registered. Other rarer hardware
complications were also reported such as early battery exhaus-
tion (Vergani et al. 2010).
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Stimulation-Related Complications

Stimulation-related complications may occur when the lead is
stimulating the target or its adjacent structures with subopti-
mal stimulation parameters. Most of these complications are
easily reversible by adjustments on parameters of stimulation
(Chan et al. 2009).

Themost common stimulation-related side effects occur at the
level of behavior, but non-behavioral symptoms have also been
reported. Behavioral changes are mainly translated by mild
changes in emotional and cognitive parameters and many pa-
tients might experience either mood enhancement or mood de-
pression. But more severe changes such as mania (believed to be
due to stimulation by an electrode surpassing the substantia nigra
pars reticulata), depression, psychosis, and suicidal attempt have
also been reported (Kocabicak and Temel 2013). Other reported
psychiatric complications included anxiety, apathy, and impulse
control disorders, such as aggression or obsessive-compulsive
disorder (Mehanna 2015) Pre-existing psychiatric illness may
then become exacerbated after undergoing DBS surgery
(Lozano and Mahant 2004).

Non-behavioral side effects include those such as dyskine-
sia, worsening of axial symptoms, speech disturbance
(Lozano and Mahant 2004), dystonia (Grosset et al. 2009),
paresthesia (Lozano and Mahant 2004; Grosset et al. 2009),
diplopia (Grosset et al. 2009), hemiballismus (Kocabicak and
Temel 2013), and eyelid opening apraxia (Chan et al. 2009).

A curious phenomenon of weight gain has been reported in
many patients undergoing subthalamic nucleus DBS. A pos-
sible explanation for such event is that the patients maintained
the same energy input but had a decrease in energy expendi-
ture, thus resulting in an energy surplus and consequent
weight gain; however, the exact mechanism is still uncertain
(Strowd et al. 2016).

Ideally, these side effects could be avoided by optimal
placement of the lead, so it would not influence other vicinity
structures. A combined use of anatomical localization by im-
aging techniques together with the intraoperative microelec-
trode recording technique revealed to be of great efficacy. It
could also be used bipolar stimulation settings in order to
create smaller fields of stimulation, thus avoiding the spread-
ing to adjacent structures (Mehanna 2015).

Conclusion

It is now known that the correct functioning of the basal gan-
glia motor circuitry is fundamental for modulation of motor
activities and an imbalance between the direct and indirect
pathways can lead to inability to perform a fine and organized
movement. The loss of dopaminergic neurons induces the
malfunctioning of the basal ganglia motor circuitry, and the
cardinal symptoms of Parkinson’s disease gradually arise.

DBS surgery is becoming the treatment of choice, especial-
ly for patients suffering from idiopathic Parkinson’s disease,
preferably with early-onset, and with good pre-operative levo-
dopa response but severe motor complications due to long-
term exposure to drug replacement therapy. Patients should be
screened for psychiatric disorders and cognitive impairment
since those conditions may worsen with surgery. Most well-
selected patients who undergo DBS with no complications
can expect substantial improvement of their condition.

The most commonly targeted nuclei are the GPint and sub-
thalamic nucleus that can be either targeted unilaterally or
bilaterally. However the choice of the target is still controver-
sial and it must be determined for each patient individually,
depending on symptom profile, patient comorbidities and the
experience of the surgical unit.

A better understanding of the mechanism of action of DBS
is also mandatory, so it can lead to improvements in the clin-
ical outcomes, including the treatment of symptoms that are
currently refractory to DBS.

Despite the fact that DBS therapy is being refined over the
past few years, a high degree of precision is needed and it has
an elevated complexity, thus being a complication-prone op-
eration. Complication rates are variable in the literature and
data regarding the long-term follow-up complications is still
scarce.

Concerning surgery-related complications, intracranial
hemorrhage deserves to be mentioned. Its risk is increased
by the MER tracking during surgery, as well as by uncon-
trolled hypertension, presence of brain atrophy or the use of
anticoagulants. MER is one of the hardest features to control,
thus being a major contributor to the development of intracra-
nial hemorrhage during surgical procedure. The major con-
cerns related to microelectrode recording are the multiple pen-
etrations into the brain and the sharpness of the microelectrode
tip, which makes it more prone to rupture the small blood
vessels. So a meticulous surgical planning, including proper
trajectory planning prior to surgery are of extreme importance
when MER is performed.

The hardware-related complications include the hardware
infections, lead migration, and lead fracture. Infections occur
most often in the retroauricular connector by Gram-positive
cocci. Since they can result in prolonged hospitalization, long-
term antibiotic use, or even removal of the device in more
severe situations, it is mandatory an adequate antibiotic pro-
phylaxis as well as a proper management of the surgical
wounds. Lead migration accounts for 4–5% of the hardware
complications and electrode caps and anchoring devices are
used in order to prevent such event. Lead fractures occur in the
supraclavicular region, usually due to a trauma. However, it
was reported to occur also without history of trauma. Lead
replacement is always necessary in those situations.

Concerning stimulation-related complications, these occur
mainly at behavioral level and include: mild changes in
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emotional and cognitive parameters and, in rarer situations,
mania, depression, psychosis, and suicidal attempt have been
reported. Thankfully, these complications are easily reversible
by adjustments on stimulation parameters. They can be
avoided by an optimal placement of the lead, so it does not
influence other vicinity structures. Imaging techniques togeth-
er with microelectrode recording, or bipolar stimulation set-
tings are also good viable options nowadays.As most of the
complications reportedwere disabling but reversible, and non-
life threatening, nowadays DBS proves itself to be a relatively
safe procedure.

However, the scarceness of articles and reviews concerning
DBS complications makes it a challenging procedure for all
the neurosurgical team. Larger studies should be performed,
as well as refinements in the imaging methods and in the
surgical technique itself, in order to make it a more accurate,
safer and economic treatment, while minimizing its tendency
to complications.
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A B S T R A C T

Deep brain stimulation (DBS) is a new therapeutic approach for treatment-resistant depression (TRD). There is a
preliminary evidence of the efficacy and safety of DBS for TRD in the subgenual anterior cingulate cortex, the
ventral capsule/ventral striatum, the nucleus accumbens, the lateral habenula, the inferior thalamic peduncle,
the medial forebrain bundle, and the bed nucleus of the stria terminalis. Optimal stimulation targets, however,
have not yet been determined. Here we provide updated knowledge substantiating the suitability of each of the
current and potential future DBS targets for treating depression. In this review, we discuss the future outlook for
DBS treatment of depression in light of the fact that antidepressant effects of DBS can be achieved using different
targets.

1. Introduction

According to the World Mental Health survey [1] the prevalence of
unipolar depression expressed as a percentage of the whole population
is 14.6% and 11.1% in the high- and low-income countries, respec-
tively. Moreover, WHO studies continuously show a trend toward the
increasing prevalence as the low-income countries continue to develop
[2]. Major depressive disorder (MDD) by nature has a great impact on
quality of life. The total disability-adjusted life years (DALY) attributed
to major depression was evaluated at 4.3%, placing depression in third
position among other diseases. The WHO forecast for 2030 sets major
depression as the leading contributor to the whole of the DALY global
burden, with a 6.2% projection. The total mortality ratio of patients
with MDD is two times higher than the rest of the population [3].

Even with the multitude of methods used to treat depression, a
significant portion of patients fails to respond, resulting in an estimated
1–3% prevalence of treatment-resistant depression (TRD) [4]. The most
widely used therapeutic alternatives for pharmacologically refractory
depression are electroconvulsive therapy (ECT), repetitive transcranial
magnetic stimulation (rTMS) and transcranial magnetic stimulation,
with ECT being the oldest technique and showing the best results [5].
However, even ECT is efficacious in only about half of TRD cases [5].
Despite several complications [6], deep brain stimulation (DBS) is
commonly used in treating Parkinson’s disease (PD) [7–9]; it is now
also being applied, though off-label only, in the treatment of major

depression. An optimal approach has yet to be established, as the
neuropathophysiology of depression remains weakly defined, and the
mechanism of DBS seems to be dependent on the stimulation site
[10–14]. The best targets, parameters of stimulation, and stimulation
protocols have not yet been determined. DBS shows preliminary evi-
dence for antidepressant effects largely in the open-label studies and is
still considered investigational in the treatment guidelines [15]. De-
fining the electrophysiological biomarkers indicating the suitability and
efficacy of the treatment should be the next priority. In this review, we
present the neuroanatomical brain structures that have been tested for
treating depression with DBS. We provide an updated knowledge sub-
stantiating the suitability of each of the current and potential future
DBS targets for treating depression. We show that the evidence for the
efficacy and safety of DBS in depression is still weak and the search for
optimal target brain structures should continue. Reliable biomarkers of
brain abnormality in depression might help determine the suitability
and efficacy of DBS treatment and personalized medicine might be the
future outlook for DBS treatment of depression.

2. Current deep brain stimulation targets for treatment-resistant
depression

The brain structures that have been used as DBS targets in treating
severe depression, proving the safety and efficacy of the electric sti-
mulation, are the subgenual anterior cingulate cortex (sACC), the
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ventral capsule/ventral striatum (VC/VS), the nucleus accumbens
(NAcc), the lateral habenula (LHb), and the inferior thalamic peduncle
(ITP) [for review see 16]. The medial forebrain bundle (MFB) [17,18]
and the bed nucleus of the stria terminalis (BNST) [19,20] have also
been recently used. An overview of studies that tested different targets
for DBS in TRD is given in Table 1; Fig. 1 illustrates the anatomical
locations of these targets. The selection of these structures has been
supported mainly by neuroimaging and lesional studies. DBS studies
themselves have also inspired the use of some targets through tests on
animal models or use in humans for other neuropsychiatric diagnoses,
in which improvement in mood was observed as a positive side effect.
Some targets have been chosen based on the knowledge of their ana-
tomical and functional position within supposed dysfunctional neural
circuits in mood disorders or of their role in neurotransmitter systems.

2.1. Subgenual anterior cingulate cortex

Numerous accounts have linked altered states of the sACC, also
referred to as Brodmann area 25, to MDD or/and feelings of sadness. In
the sACC in healthy subjects, a change of mood towards less or more
happy was shown to correlate with increased or decreased regional
cerebral blood flow, respectively [23,24]. An increased regional cere-
bral metabolic rate of glucose (CMRGlc) in the left sACC was reported

Table 1
Outcomes of deep brain stimulation studies for depression using different brain targets.

Target and study N Follow-up period (months) Mean age at surgery (years) Mean age of MDD onset (years) Response rate
(%)

Remission
rate
(%)

Primary measure

Subgenual cingulate gyrus
Mayberg [39] 6 6 47 29.5 67 33 HDRS17
Lozano [40] 20 12 47.4 27.1 55 35 HDRS17
Lozano [41] 21 12 47.3 27.3 29 – HDRS17
Kennedy [42] 20 39 47.3 27.1 64 43 HDRS17
Neimat [21] 1 30 55 9 100 100 HDRS17
Puigdemont [101] 8 12 47.4 24.9 63 50 HDRS17
Merkl [99] 6 6 50.67 23.67 50 33 HDRS24
Puigdemont [102] 8 12 – – 63 50 HDRS17
Ramasubbu [44] 4 9 50.25 – 50 0 HDRS17
Sun [100] 20 4 - 76 45.35 – 60 40 HDRS17
Hilimire [103] 7 6 – – 86 29 HDRS17
McNeely [98] 6 12 46 29.5 66 33 HDRS17
Kibleur [104] 5 9 - 72 52 – 100 60 HDRS17
Riva-Posse [43] 11 12 – – 82 55 HDRS
Guinjoan [22] 1 18 60 39 100 100 HDRS17
Holtzheimer [105] 10 24 40 20.3 92 58 HDRS17
Ventral capsule/ventral striatum
Strong [53] 1 48 43 – 100 100 MADRS
Malone [50] 15 23 46.3 25.3 53 40 HDRS24
Malone [51] 17 37 46.3 25.3 71 35 MADRS
Dougherty [52] 30 12 47.7 22.8 20 13 MADRS
Bergfeld [54] 25 13 53.2 28.5 40 20 HDRS17
Nucleus accumbens
Schlaepfer [59] 3 0.5 - 2 46.7 – 33 – HDRS24
Bewernick [57] 10 12 - 36 48.6 31.7 50 30 HDRS28
Bewernick [58] 11 12 - 48 48.4 32.6 45 9 HDRS28
Millet [60] 4 15 52 – 75 25 HDRS17
Inferior thalamic peduncle
Jiménez [73] 1 24 49 29 – – HDRS
Raymaekers [20] 1 96 52 47 100 100 HDRS17
Lateral habenula
Sartorius [67] 1 15 64 18 100 100 HDRS21
Medial forebrain bundle
Schlaepfer [18] 7 3-8 42.6 30 86 57 HDRS24
Fenoy [82] 3 6.5 46.3 16.5 67 33 HDRS29
Bed nucleus of the stria terminalis
Raymaekers [20] 7 36 50 35.3 71 29 HDRS17
Blomstedt [19] 1 12 60 – 100 100 HDRS

N=Number of participants; HDRSn = Hamilton Depression Rating Scale with indicated number ‘n’ of questionnaire items; MADRS=Montgomery-Asberg
Depression Rating Scale; ‘–’ data not provided; Note: outcome of identical patients are reported in some ACC-DBS studies [38,39,41] in different time points of the
follow-up.

Fig. 1. Current (red) and candidate (green) deep brain stimulation targets for
treatment-resistant depression. sACC – subgenual anterior cingulate cortex, VC/
VS – ventral capsule/ventral striatum, BNST – bed nucleus of the stria termi-
nalis, GPi – globus pallidus pars interna, LHb – lateral habenula, STN – sub-
thalamic nucleus, ATR – anterior thalamic radiation, MFB –medial forebrain
bundle, ITP – inferior thalamic peduncle, UF – uncinate fasciculus, NAcc –
nucleus accumbens. Adopted and modified with permission from Anderson
et al. [16].
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to indicate a higher chance for successful cingulotomy in treating TRD
[25] and for successful treatment with accelerated high-frequency
rTMS. Moreover, the CMRGlc of the responsive subgroup was shown to
decrease in time during rTMS [26].

Neural connections of the sACC correspond to its involvement in the
large-scale neural networks that are dysfunctional in depressed pa-
tients, either directly or through a downstream connected structure
[27]. The white matter of the sACC is connected to the medial frontal
cortex, the anterior and posterior cingulate cortex, the anterior medial
temporal lobe, the dorsal medial thalamus, the hypothalamus, the NAcc
and the brainstem nuclei [28–30]. Dysfunctions of the subcortico-cor-
tical and limbic neural networks are proposed as a basis of the patho-
physiology of depression and hence the causes of anhedonia and dys-
phoria [14,31–33]. Substantial findings indicate increased involvement
of the sACC in the brain default mode network (DMN), and subse-
quently altered states of DMN are linked to major depression [34–37].
Riva-Posse and colleagues [38] distinguished three major pathways
most probably contributing to the clinical effect of the sACC-DBS. The
first path consists of the forceps minor and medial aspect of the un-
cinate fascicle connecting the sACC with the medial frontal cortex. The
second pathway leads via the cingulate bundle and connects the sACC
with the rostral and dorsal anterior cingulate cortex, and the mid-
cingulate cortex. Finally, the short descending midline fibres connect
the sACC with the NAcc, caudate, putamen, and anterior thalamus.

Several human trials have investigated the efficacy of the DBS of
sACC in the context of alleviating TRD (Table 1). An immediate anti-
dysphoric effect of the stimulation of sACC has been reported [39,40]
and replicated in different institutions [41]. As for the long-term effect
of the stimulation, considerable responsiveness and remission rates that
were observed one year after DBS implantation [40] lasted several
years [42]. The efficacy of DBS in sACC was shown to increase with
individualized target identification and contact selection and with the
use of optimal stimulation parameters. In their recent study, Riva-Posse
and colleagues [43] used a prospective connectomic approach for sACC
DBS surgery. They used the group probabilistic tractography map as a
‘connectome blueprint’ to plan surgical targeting in 11 participants with
TRD. At one year, 82% of the participants were responders and 55%
were in remission, suggesting the utility of this approach for future
sACC DBS studies. As to the stimulation parameters, the stimulation
efficacy was observed to increase with the pulse duration [44].

2.2. Ventral capsule/ventral striatum

Increased functional connectivity of the ventral striatum (VS) with
various brain areas was linked to the symptoms of depression [45]. For
example, intensified connections from the left VS to the left caudate
have been associated with anhedonia. Higher connections from the left
VS to the right mid and superior prefrontal cortex and anterior cingu-
late cortex were reported to be associated with higher suicidality, while
depression severity correlates with the connectivity of the left VS to the
right precuneus and left caudate and mid-cingulate. Hwang and col-
leagues [46] found that an increase in functional connectivity between
the VS and the DMN is positively associated with the Center for epi-
demiologic Studies Depression Scale (CES-D) score. The tractography of
the anterior limb of the internal capsule revealed rich projections to the
entire thalamus, hypothalamus, brainstem, frontal pole, medial tem-
poral lobe, and the NAcc [29], which are sites associated with de-
pressive syndrome [46].

Decreased interest in and performance of activities in depressed
subjects as compared to healthy subjects was shown to be associated
with lesser bilateral VS activation in response to positive stimuli [47].

Capsulotomies performed for obsessive-compulsive disorder (OCD)
decreased patient scores in the Hamilton Depression Rating Scale
(HDRS) and other neuropsychological scores [48]. Aouizerate and
colleagues [49] performed a successful DBS trial with patients with
OCD and concomitant MDD, with results showing decreases in both

OCD and depression severity. In these ablative and stimulation studies,
the improvement in depressive symptomatology might occur due to the
amelioration or resolution of the OCD. The efficacy of DBS in VC/VS
was, however, demonstrated in patients who received DBS for TRD
[50–54], even though the results of the randomized controlled phase of
the most recent VC/VS-DBS studies are contradictory. While Bergfeld
et al. [54] reported significant reduction of depressive symptoms,
Dougherty et al. [52] found no significant differences between the ac-
tive and sham DBS. Slightly different position of the electrode, in-
sufficient duration of the optimization phase and too short period for
the evaluation of DBS settings might have led to negative results in the
earlier study, as argued by the authors of the more recent study [54].
Interestingly, the two VC/VS-DBS studies differed also in the gender
ratio with 57% [52] compared to 32% [54] of male participants, sug-
gesting some influence of gender on the treatment efficacy. However, to
the best of our knowledge there are no direct reports suggesting less
efficacy of the VC/VS-DBS in men with TRD.

2.3. Nucleus accumbens

The NAcc is known for its established role in the neurocircuitry of
pleasure and reward [32,55]; there are findings of increased activation
of the NAcc to a presented reward and decreased activity in reaction to
a punishment [56]. The trials of its stimulation in treating refractory
depression have therefore a solid rationale. What further cements the
link between depressive states and the NAcc are structural and func-
tional correlates between the nucleus and the level of anhedonia, a
cardinal symptom of depression. The more severe the anhedonia, the
smaller the nucleus, and the lesser the activation of the NAcc to a re-
ward [56]. Thus, a change in the activity of the nucleus could decrease
the depressive symptomatology. The theoretical reasoning for stimu-
lating the NAcc has been verified on several occasions [57–60]. Sti-
mulation of the NAcc showed a reduced mean HDRS at every point of
Bewernick’s study [57], a year after the implantation surgery, 50% of
the subjects were classified as responsive. An immediate effect of the
stimulation was demonstrated in increased reward-seeking thoughts
[59]. PET imaging performed by Schlaepfer and colleagues [59] after
NAcc stimulation showed a bilateral increase in metabolic activity in
the dorsolateral prefrontal cortex, a structure usually hypoactive in
depression [61]. Additionally, decreased activity was observed
throughout the study in the ventromedial prefrontal cortex, which has
been reported to be hyperactive in depression [61]. Thus, a reversal of
pathological activity as a result of NAcc stimulation was observed
alongside with the cessation of depressive symptoms [59].

2.4. Lateral habenula

The LHb is known to play a key role during the acquisition of re-
ward-related information [62]. The LHb activity corresponds negatively
to the anticipation of a reward and the reception of a reward, the firing
in the LHb neurons is increased in the opposite situations, namely the
anticipation of a non-reward situation and the omission of a reward.
The LHb causes inhibition of the ventral striatum dopamine neurons,
which are active during the anticipation and reception of rewards.
Shelton and colleagues [63] showed that the LHb is activated as a re-
sponse to a noxious stimulus. An increase in LHb activity could there-
fore explain some symptoms of depression, such as increased pain
sensation [64] and lowered reward-seeking behaviour [32]. In ac-
cordance with this theory, a rapid depletion of plasma tryptophan, a
drug used to mitigate the exacerbation of depressive symptoms, showed
increased blood flow in the habenular area [65].

In order to alleviate depression, DBS of the LHb should cause
functional inhibition of the LHb. In rats, chronic DBS caused better
performance in open-field tests and increased serum and brain tissue
monoamines [66]. DBS of the LHb caused remission after 4 months of
stimulation in a patient with MDD, supporting a critical role of this
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structure in depression [67].

2.5. Inferior thalamic peduncle

The ITP is a bundle of fibres that reciprocally interconnect the in-
tralaminar nucleus and the thalamic reticular nucleus with the orbito-
frontal cortex (OFC) [68]. The OFC is widely accepted as playing a key
role in the non-reward attractor theory of depression [69]. Lesioning of
the ITP, which happens during stereotactic tractotomy of the broader
area, showed the amelioration of depressive symptoms [70]. Low fre-
quency (6 Hz) electric stimulation of the ITP and nucleus reticularis
thalami caused a synchronization of the electroencephalographic (EEG)
signal recorded in the frontopolar region. This suggest the existence of
direct connections to the OFC. Higher frequency stimulation (60 Hz)
caused desynchronization in the EEG signal of the same area [71].
Because high frequency stimulation causes EEG outputs similar to that
of the simultaneous application of glutamate and N-methyl-D-aspartate
into the cortex, Velasco and colleagues [71] hypothesized that this kind
of stimulation can activate a glutamatergic system related to the arousal
and the cholinergic system. In a case report, DBS of the ITP was shown
to have a long-lasting antidepressant effect [72,73]. In a recent study,
one patient that was stimulated in ITP continued to experience a sub-
stantial decrease in depressive symptoms 8 years after the implantation
[20].

2.6. Medial forebrain bundle

The MFB consists of two distinct tracts both of which are connected
to various parts of the limbic system: the inferomedial MFB (imMFB)
and the superolateral MFB (slMFB). Both parts form a common trunk,
which sprouts caudally to the ventral tegmental area, goes to the den-
tate nucleus of the cerebellum, leaves the cerebellum via the superior
cerebellar peduncle, connects to the upper pons, retrobulbar area, and
the periaqueductal grey, splits into the mentioned sole tracts in the
ventral tegmental area, and finally the imMFB goes as far as to the
lateral hypothalamus, while the slMFB passes through the thalamus
into the anterior limb of the internal capsule [74]. It has been proposed
that the MFB forms a part of the systems of seeking, panic, and reward
[74,75]. As those systems are dysfunctional in MDD [32,55,76], it
seems that the MFB plays a crucial role in the pathophysiology of de-
pression. Alterations of the MFB, such as reduced fractional anisotropy
in patients with the melancholic subtype of MDD [77] were observed to
correlate with depressive symptomatology. Further investigations on
animal models of depression showed a significant reversal of depres-
sive-like symptoms after DBS of MFB [78–80]. While lower levels of
dopamine were observed in some rat models of depression [80], electric
stimulation of the MFB in rats was suggested to increase the number of
D2 receptors in the prefrontal cortex and the number of dopamine
transporters in the hippocampus [78]. The overall effect on depressive
state, anxiety, and drive is rapid [81], as demonstrated in the increase
in forced swim test scoring. It is, however, inconclusive whether the
changed dopamine levels are causal for the observed change in beha-
viour and more importantly whether this phenomenon is of any sig-
nificance in human neurocircuitry. In humans, the stimulation of the
slMFB was observed to increase appetitive motivation and to improve
mood immediately intraoperatively [18,82]. Significant changes in
depression scores were seen as soon as in the seventh day of the sti-
mulation. There have been even hints of a marker for suitability of DBS
in certain depressive patients, as responsive groups were reported to
have stronger connectivity between the location of the stimulation and
the medial prefrontal cortex [82]. Casting doubt on the similarity of the
actual action of stimulation in rat models and humans, and hence of the
changed dopamine levels, Bregman and colleagues [81] pointed out
that dopamine axons in MFB in both rats and humans are mostly non-
myelinated. Therefore, the stimulation in commonly used parameters
cannot recruit dopaminergic axons. In support of this point, no increase

in dopamine release during DBS of MFB in rats was observed [81]. The
antidepressant effect might be delivered by other types of axons in
humans.

2.7. Bed nucleus of the stria terminalis

BNST is located in the basal forebrain, serves as a major output
pathway of the amygdala and has a complex role in regulating stress
response. Dysfunction in this structure was suggested to play an im-
portant role in anxiety disorders, partly through serotonergic activity
[83]. To date, only two studies have reported the efficacy of DBS for
TRD in BNST. In a recent case study a patient, with severe MDD and
comorbid anorexia nervosa, was treated with DBS in the MFB and
subsequently, two years after the first DBS procedure, in the BNST [19].
While DBS MFB had to be discontinued due to blurred vision as a side
effect, very profound gradual improvements were seen after DBS BNST.
In a double-blind crossover study the effects of DBS in the BNST and the
ITP were assessed in seven TRD patients [20]. The outcomes during the
two crossover periods performed within the first 16 months after the
surgery suggested better effects of BNST to ITP stimulation. Three years
after the DBS implantation all patients were stimulated at BNST. Five
out of seven patients were responders and two were in remission. Due
to limited number of investigations efficacy of DBS in the two targets
was not compared. The authors concluded that both BNST and ITP
stimulation may alleviate depressive symptoms in patients with TRD.
The clinical outcomes of seven MDD patients undergoing DBS BNST in
another study [84] have not been presented yet. The authors rather
searched for electrophysiological biomarkers of depression. Based on
the finding that relative alpha-power recorded in the BNST and the MFB
correlate significantly with the self-reported disease severity in MDD
patients, the authors suggested that alpha activity in the limbic system
might be a signature of symptom severity in MDD.

3. Candidate deep brain stimulation targets for treatment-
resistant depression

Based on their anatomical proximity to the previously tested sites,
we can speculate that some other brain structures might be considered
as possible new targets for the DBS for treating depression. These
candidate structures include anterior thalamic radiation (ATR), un-
cinate fasciculus (UF), subthalamic nucleus (STN), and globus pallidus
pars interna (GPi). Fig. 1 illustrates the anatomical locations of these
targets.

3.1. Anterior thalamic radiation

The ATR goes medially to the slMFB and ends at the anterior limb of
the internal capsule, and it connects the dorsomedial thalamus, anterior
thalamic nucleus, temporo-mesial region, and brain stem through the
mamillo-thalamic tract. It is thought to be in a kind of antagonistic
relationship with the slMFB, as its increased activation has been as-
cribed to an activation of the grief or/and the panic system; thus, in
combination with the slMFB it forms a kind of a homeostatic system
[17,74,85].

3.2. Uncinate fasciculus

The UF connects the prefrontal regions associated with emotions
with the middle temporal lobe and hence the hippocampus and
amygdala [86]. The most convincing evidence of the possible role of UF
in the pathophysiology of MDD are the observed abnormalities in
structural connectivity of UF in patients with MDD [87–90]. Decreased
fractional anisotropy and an increased apparent diffusion coefficient
between the sites connected with UF were found in depressive patients
[88]. Moreover, the structural changes showed a relationship to de-
pression severity, as reported in this diffusion tensor imaging study.
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Another marker of the severity of depression linked to the UF is the
decreased functional connectivity between the supragenual cingulate
and extended amygdala [90].

3.3. Subthalamic nucleus and globus pallidus pars interna

Both structures form a part of the basal ganglia motor, oculomotor,
associative and limbic functional loops. Their stimulation is commonly
used in the treatment of PD, mostly with the intention of influencing the
motor loop dysfunction that manifests in the motor symptoms of PD
[7–9]. Even though the intent is to specifically target the motor subunit
of the STN in DBS for PD, the adjacent limbic subunit is too close to
exclude the influence of stimulation on this site [91–94]. Recent ob-
servations of a decrease in scoring in depression during stimulation of
the STN for treating PD support this view [95–97]. As to the efficacy of
the stimulation in terms of depression, STN and GPi seem to have nearly
the same results [96].

4. The search for optimal target brain structures for DBS in
depression should continue

The existing clinical trials of DBS for TRD have provided evidence of
efficacy and safety for various brain targets. The fact that the trials
stimulating different sites were chiefly performed by different scientific
teams makes any meta-analysis difficult. They used different inclusion
criteria, applied various outcome measures, and had slightly different
follow-up management. Nevertheless, bearing in mind the limitations of
the available data, similar efficacy and safety can be seen regardless of
the choice of the target structure. Typically one third of the patients
achieved complete remission, another third showed improvements and
yet another third experienced no benefit in studies using sACC
[39,40,42,98–100], VC/VS [50] or NAcc [57] as target structures. Re-
cent studies using sACC report higher response or remission rates
[43,101–105] and thus favour the sACC over other targets.

In general, the evidence of efficacy is, however, somewhat weak for
many reasons. Most of the studies involve few patients, with several
even being case reports. Most studies are open-label, and thus fail to
control for placebo effects, lacking control sham stimulation or control
groups with the best medical therapy. Another drawback of the evi-
dence is the very fact that complete remission rates do not exceed 30%
in most studies. The reason the efficacy is not higher might be due to an
undesirable study design, insufficient sample size, inappropriate patient
selection, inadequate stimulation parameters, suboptimal target selec-
tion, or unfavourable electrode positions within the target structure.

To move forward in the effective DBS treatment of TRD, evidence
from randomized double-blind crossover active-sham designed studies
is highly appreciated. When designing such trials, optimization phase of
sufficient duration, such as 6 months, with the possibility to evaluate
DBS parameter setting over at least one week should precede the
crossover phase [54]. That way, the highest possible efficacy in the
active arm of the clinical trial is likely to be ensured, being a pre-
requisite for subsequent result evaluation in such study. Rapid wor-
sening when stimulation is discontinued may preclude, however, using
long time intervals due to ethical concerns [50,105]. From this respect,
the animal studies aimed at testing various DBS targets for treating
depression are far more suitable with the advantage that they allow for
higher control over variables that cannot be influenced in humans
[106]. Antidepressant-like effect of DBS was observed in rats stimulated
in ventromedial prefrontal cortex (vmPFC, rodent analogue of sub-
genual cingulate) [107–109], MFB [110], and NAcc [108]. Besides
identifying targets for effective DBS, animal studies may also directly
compare the DBS efficacy while systematically testing different brain
regions. VmPFC was recently reported to outperform Nacc-DBS in the
antidepressant-like effect [111]. Furthermore, animal studies might
address the mechanisms underlying DBS. Functional inactivation of
local neuronal populations through DBS, activation of fiber pathways

near the stimulating electrodes as well as serotonergic reserve were
suggested to be involved in antidepressant-like effect of vmPFC-DBS
[107].

In our view, the fundamental condition for DBS treatment of de-
pression is the proper target selection. To find an optimal node that
would reduce or even completely remove the functional abnormality in
TRD would be crucial. Testing new targets for DBS might help in this
respect. In searching for an optimal DBS target, it is necessary, however,
to consider the possibility that in general there is no one and only op-
timal DBS target for the treatment of depression. The fact that the an-
tidepressant effect of stimulation can be achieved using different targets
supports the view that depression is a neurocircuitry disease involving
the disruption of multiple large-scale neural networks rather than an
impairment of a single brain structure. Aberrancies in the cortico-
striato-thalamo-cortical loops have been suggested in the aetiology of
MDD [14,112]. This neurocircuitry of depression is considered to in-
volve the dorsal (prefrontal, dorsal anterior cingulate and premotor
cortices), ventral (sACC, orbitofrontal, and insular cortices), and mod-
ulatory (pregenual ACC, amygdala, and the hypothalamic-pituitary
axis) components [112]. Each DBS-TRD target structure has its own
unique anatomical and functional position within these networks,
which determines its ability to improve the depressive symptomatology
during stimulation. For instance, it was hypothesized that DBS applied
in an area where fibres from the ventral and dorsal compartments
converge, such as the NAcc, might enable simultaneous excitation and
inhibition in the dorsal and ventral compartments, respectively [112]
influencing the dysbalanced neural system in a complex manner. An-
other example of a particular role of the stimulated structure in the
large-scale communication is the ACC, whose possible integrative
functions in cognitive processing [113] might explain the most recently
reported high efficacy of DBS to sACC in treating depression [104].

The evidence for involvement of the medial and dorsolateral pre-
frontal cortex, the cingulate cortex, limbic and paralimbic regions in
pathogenesis of depression [114–116] allows one to speculate, whether
direct stimulation of multiple brain targets within the impaired network
might be beneficial. Stimulation of multiple regions is already being
performed by non-invasive approaches such as ECT and rTMS, which
proved their efficacy in treating depression [116–118]. The ECT di-
rectly involves robust nonfocal electric stimulation of the brain. Even
the rTMS, mainly performed over the left and/or right dorsolateral
prefrontal cortices, has been shown to be biologically active not only
locally but also at remote sites, presumably through transsynaptic
connections [119–121,116]. Although the mechanism of action of ECT
is not yet fully understood, beneficial plasticity mechanisms (e.g.neur-
ogenesis, dendritogenesis, synapse formation) are speculated to occur
following ECT [122,123]. For antidepressant effect, mainly the hippo-
campal neurogenesis seems to be necessary [124,125]. Indeed, de-
pression has been linked to chronic stress [126,127] that is supposed to
produce alterations in memory functions of the hippocampus [128]. It
is known that low and high frequency electrical stimulation of neurons
can cause long-term depression (LTD) and long-term potentiation
(LTP), respectively. These physiological phenomena are considered to
be involved in dynamic changes in neuronal networks underlying the
learning and memory processes. If DBS of multiple brain structures
involved in TRD could induce neuroplasticity analogous to the LTD or
LTP this might restore these impaired networks.

It is also possible that different targets should be used in different
subtypes or stages of MDD due to the existence of different underlying
brain abnormalities. Despite the myriad of targets tested, neurobiolo-
gical markers of these abnormalities, however, have not been identified
yet. In a recent resting-state connectivity study based on EEG data,
different network patterns were found in temporal lobe epilepsy pa-
tients and controls [129]. In this study, the outflow from the anterior
cingulate cortex was lower in temporal lobe epilepsy patients with
learning deficits or depression than in patients without impairments
and then controls. These resting-state connectivity alterations were
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suggested to constitute an important biomarker of temporal lobe epi-
lepsy. We believe that identifying similar electrophysiological markers
in TRD could help better identify the target structures for DBS treat-
ment of depression.

In addition to efficacy and safety, practical aspects of stimulation
such as battery longevity should influence the judgement on the suit-
ability of a given target structure. The stimulation parameters are very
high in the habenula and the IC/VC, which would lead to more frequent
battery changes, an action which is not only more expensive but also
riskier for the patients due to potential infection during each surgery.
Rechargeable batteries have been suggested to solve this problem
[130,51].

Taken together, a consensus on optimal DBS target/s for treating
depression has not been reached yet, hence leaving the door for future
investigations in this field still open.

5. Personalized medicine for DBS treatment in depression

In line with the concept of abnormal neurocircuitry in MDD, the
observed variability in depressive symptomatology suggests the ex-
istence of variability in structural and/or functional abnormalities
within the involved brain networks. Reliable biomarkers of these ab-
normalities are needed to determine the suitability and efficacy of DBS
treatment. Personalized DBS treatment that would consider the specific
needs of each patient thus could increase the overall efficacy of the DBS
approach. To personalize DBS treatment, we need an individualized
DBS protocol and a precise evaluation of patient impairment. First,
within the efforts towards developing an individualized DBS protocol,
establishing a registry for future clinical studies has recently been
proposed by Morishita and colleagues [131]. They suggest that data
from future clinical DBS studies for TRD be collected in an organized
manner, creating a common register of variables related to the clinical
status before the treatment, parameters of stimulation, precise posi-
tioning of the electrode within the brain structure, and postoperative
outcomes, including side effects. Based on this accumulated data, rig-
orous meta-analyses would be performed and the DBS protocol could
then be individualized to match the pre-surgical clinical characteristics
of each patient. Recent study by Zhou and colleagues is the first step
[132]. Second, to get the exact evaluation of each patient impairment
an objective measure of the brain abnormality would be necessary, one
that would allow for distinguishing among different subtypes of MDD
and could also serve as a standard measure of treatment efficacy.
Current diagnostic tools such as structured diagnostic interviews and
psychometric methods seem to be insufficient in this respect, since they
do not directly measure the structural or functional brain abnormalities
and rather focus on the resulting symptomatology of the disease. Be-
sides that, the use of more direct neuroimaging tools, such as standard
clinical magnetic resonance imaging and electroencephalography, is
mainly restricted to differential diagnostics of depression. It only serves
to detect or exclude severe brain lesions and epilepsy.

In the search for an objective biomarker of brain abnormality in
MDD, the EEG ‘microstate’ analysis might represent a possible solution
[133]. This method is supposed to be a promising neurophysiological
tool for understanding and assessing brain network dynamics on a sub-
second timescale. A series of quasi-stable microstates, each character-
ized by a unique topography of electric potentials over the whole scalp,
can be assessed to provide potential utility in detecting neurophysio-
logical impairments. In early studies using adaptive segmentation to
examine microstates in patients with depression, microstates exhibited
abnormal topographies and reduced overall average microstate dura-
tion [134] but unchanged numbers of different microstates per second
[135], compared to controls. These findings suggest that the resting-
state EEG microstate analysis may offer a novel approach in diagnostics,
making it possible to identify individually unique patterns of resting-
state electrophysiological brain activity.

6. Conclusion

In conclusion, DBS in MDD should be still considered as an ex-
perimental therapy. Many questions remain. What is the neurobiology
of treatment-resistant depression? What is/are the optimal target brain
structure/s for deep brain stimulation in depression? What are the
suitable biomarkers of brain abnormalities in depression? Will perso-
nalized medicine increase the efficacy of DBS therapies for treatment-
resistant depression? Despite these still open questions, the advantages
of electrical stimulation of brain structures over previously used le-
sioning procedures is evident right now. It is fully reversible and en-
ables adjustments to interindividual and intraindividual variabilities of
needs that rise from the existence of disease subtypes and disease
progression. This method is promising and it may soon develop into a
standard tool for treating depression resistant to other therapeutic ap-
proaches.
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7. Conclusion 

Intracranial and scalp electroencephalographic (EEG) signals recorded during 

cognitive tasks and at rest are used to understand the material substrate of the human 

mind. When searching for associations between EEG features and mental processes, 

researchers assume that mental operations depend on transmembrane neuronal 

currents that produce neuronal spike firing patterns. Neuronal spike firing is reflected 

in local field potentials that can directly be recorded intracranially or captured on the 

head surface as building blocks of scalp EEG signals.  

High-density scalp EEG allows for the reconstruction of a scalp potential map 

representing the global brain activity. Dynamics in topographic changes of scalp 

potential maps provide information about dynamics in large-scale brain networks. 

Moreover, source reconstructed scalp EEG signal allows for a spatially systematic study 

of brain activity. The intracranial EEG is spatially limited compared to the scalp EEG. It 

is, however, only minimally affected by artefacts and has a high signal-to-noise ratio, 

thus providing a focal but magnified view of the brain. Identical basic analytical 

approaches are used for both intracranial and scalp EEGs. Time-domain analysis of EEG 

signals provides information on event-related potential components with their 

amplitude, latency, and spatial characteristics. Frequency-domain analysis reveals EEG 

rhythms with their topography, frequency ranges, and hierarchical organization. In 

studies included in this habilitation thesis, all the above-mentioned methods and 

analytical approaches were used to disclose electrophysiological correlates of both 

resting-state mental activity and higher brain functions in human. 

The almost centenary history of EEG has shown that this method can provide a 

useful window into different functional brain states associated with relevant mental 

processes. In this respect, our electrophysiological observations during cognitive tasks 

and at rest contributed to a better understanding of the neuronal substrate of higher 

brain functions and resting-state mental activity in human. Additionally, the 

electrophysiological patterns discovered by our team that are associated with 

depression or related to bipolar disorder might help improve diagnostics and therapy 

of affective disorders in the future.   
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